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Abstract
Acentral assumption in quantumkey distribution (QKD) is that Eve has no knowledge aboutwhich
roundswill be used for parameter estimation or key distillation.Here we show that this assumption is
violated for iterative sifting, a sifting procedure that has been employed in some (but not all) of the
recently suggestedQKDprotocols in order to increase their efficiency.We show that iterative sifting
leads to two security issues: (1) some rounds aremore likely to be key rounds than others, (2) the
public communication of pastmeasurement choices changes this bias round by round.We analyze
these two previously unnoticed problems, present eavesdropping strategies that exploit them, andfind
that the two problems are independent.We discuss some sifting protocols in the literature that are
immune to these problems.While some of these would be inefficient replacements for iterative sifting,
wefind that the sifting subroutine of an asymptotically secure protocol suggested by Lo et al (2005 J.
Cryptol.18 133–65), whichwe call LCA sifting, has an efficiency on parwith that of iterative sifting.
One of ourmain results is to show that LCA sifting can be adapted to achieve secure sifting in the finite-
key regime.More precisely, we combine LCA siftingwith a certain parameter estimation protocol, and
we prove thefinite-key security of this combination.Hencewe propose that LCA sifting should replace
iterative sifting in futureQKD implementations.More generally, we present two formal criteria for a
sifting protocol that guarantee itsfinite-key security. Our criteriamay guide the design of future
protocols and inspire amore rigorousQKDanalysis, which has neglected sifting-related attacks so far.

1. Introduction

Quantumkey distribution (QKD) allows for unconditionally secure communication between two parties (Alice
andBob). A recent breakthrough in the theory ofQKD is the treatment offinite-key scenarios, pioneered by
Renner and collaborators (see [1], for example). This hasmadeQKD theory practically relevant, since the
asymptotic regime associatedwith infinitelymany exchanged quantum signals is an insufficient description of
actual experiments. In practice, Alice and Bob have limited time, which in turn limits the number of photons
they can exchange. For example, in satellite-basedQKD [2]where, say, Bob is on the satellite andAlice is on the
ground, the time allotted for exchanging quantum signals corresponds to the time for the satellite to pass
overheadAlice’s laboratory on the ground. Even if such considerations would not play a role, the necessity of
error correction forces the consideration offinite-sizeQKDbecause error correcting codes operate on blocks of
fixedfinite length.

Finite-key analysis attempts to rigorously establish the security offinite-size keys extracted from finite raw
data. A systematic framework for such analysis was developed by Tomamichel et al [3] involving the smooth
entropy formalism. This frameworkwas later extended to a decoy-state protocol by Lim et al [4]. An alternative
frameworkwas developed byHayashi and collaborators [5, 6]. Other extensions of thefinite-key framework
include the treatment of device-independency by Tomamichel et al [7], Curty et al [8] and Lim et al [9], and
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continuous-variable protocols by Furrer et al [10] and Leverrier [11]. The framework used in the
aforementionedworks, relying on some fairly technical results5, represents the current state-of-the-art in the
level ofmathematical rigor forQKD security proofs. These theoretical advances have led to experimental
implementations [12–14]with finite-key analysis.

For practical reasons, it is important to consider not only a protocol’s security but also its efficiency. Ideally a
protocol should use as little quantum communication as possible, for a given length of the final secret key. For
example, it was noted by Lo et al [15] that—in the asymptotic regime—protocols with biased basis-choice
probabilities can dramatically decrease the necessary amount of quantum communication per bit of the raw key.
This is because a bias increases the probability that Alice andBobmeasure in the same basis. As a consequence,
whenAlice andBob perform the sifting step of the protocol, where they discard the outcomes of all
measurements that have beenmade in different bases, they lose less data (seefigure 2 and the discussion in
section 5).

Some authors have adapted this bias in the basis choice infinite-key protocols and combined it with another
measure to further decrease the amount of data that is lost through sifting. In the resulting sifting scheme, which
we call iterative sifting, Alice andBob announce previous basis choices while the quantum communication is still
in process, and they terminate the quantum communication as soon as they have collected sufficientlymany
measurement outcomes in identical bases. This way, less quantum communication takes place, while at the same
time they alwaysmake sure that they collect enough data. The implicit assumption here is that the knowledge of
previous basis choices, but not of upcoming ones, does not help a potential eavesdropper.

Aswe show in this article, this assumption is wrong. Iterative sifting breaks the security proofs that have been
presented for these protocols. This sifting schemewas part of theoretical protocols [3, 4, 8, 9] and has found
experimental implementations [12]. Therefore, some (but not all) of the recently suggested protocols inQKD
have serious security flaws.

1.1. Summary of the results
The issuewith iterative sifting that we point out is as follows. Typical QKDprotocols involve randomly choosing
some rounds to be used for parameter estimation (PE) (i.e. testing for the presence of an eavesdropper Eve) and
other rounds for key generation (KG). Naturally, if Eve knows ahead of timewhether a roundwill be used for PE,
i.e., if Eve knowswhich rounds will form the sample for testing for an eavesdropper’s presence, then she can
adjust her attack appropriately and the protocol is insecure.Hence a central assumption in theQKD security
analysis is that Eve has no knowledge about the sample.We show that this assumption is violated for iterative
sifting.

To bemore precise, the iterative sifting schemehas two problemswhich, to our knowledge, have been
neither addressed nor noted in the literature:

• Non-uniform sampling: The sampling probability, due towhich the key bits and the encoding basis are chosen,
is not uniform6. In otherwords, there is an a priori bias: Eve knows ahead of time that some rounds aremore
likely to end up in the sample than others.

• Basis information leak: Alice andBob’s public communication about their previous basis choices (which, in
iterative sifting, happens before the quantum communication is over) allows Eve to update her knowledge
aboutwhich of the upcoming (qu)bits end up in the sample. As a consequence, the quantum information that
passes the channel thereafter can be correlated to this knowledge of Eve.

It is conceivable that these two problems become smaller as the size of the exchanged data increases. This
would remain to be shown.More importantly, however, the protocols in question are designed to be secure for
finite key lengths. In the light of these two problems, the analysis in the literature does currently not account for
thesefinite-size effects. This is not a purely theoretical objection but a practically very relevant issue, as we
present some eavesdropping attacks that exploit the problems.

Aswe discuss in section 5, the basis information leak can trivially be avoided byfixing the number of rounds
in advance, and only announcing the basis choices after all quantum communication has taken place.We
examine some sifting protocols from the literature with this property. In contrast to protocols that use iterative
sifting, they often use fresh uniform randomness for the choice of the sample, and therefore are trivially

5
These results include the uncertainty principle for smooth entropies and the operationalmeanings of these entropies.

6
In general, the sampling probability (which decides over which of the bits are chosen as test bits) is distinguished from the probability

distributionwhich decides inwhich basis the information is encrypted. In the literature, however, iterative sifting is combinedwith
parameter estimation in away such that bitsmeasured in theX-basis are raw key bits, and bitsmeasured in theZ-basis are used for parameter
estimation.Wewill discuss this inmore detail in the second half of section 2.
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sampling uniformly. Thismeans that they are securewith respect to our concerns. However, we find that there is
room for improvement over these protocols regarding efficiency aspects.

Concretely, we note that one aspect thatmakes iterative sifting very efficient is the PE protocol that is used
with it: after sifting, it simply uses theZ-bits as the sample for PE and theX-bits for raw key, which is whywe call
it the single-basis parameter estimation (SBPE). This is efficient because the sample choice requires no aditional
randomness and no authenticated communication.While SBPE is insecurewhen used in conjunctionwith
iterative sifting, it turns out to be secure when usedwith a sifting subroutine of a protocol suggested by Lo, Chau
andArdehali (LCA), whichwe call LCA sifting. The combination of LCA sifting and SBPE is essentially as
efficient as iterative sifting. It has trivially no basis information leak and, as we prove, samples uniformly (see
proposition 2).We therefore suggest this combination in futureQKDprotocols.

More generally, we find clear and explicitmathematical criteria that are sufficient for a sifting protocol to be
secure in combinationwith SBPE. In contrast, current literature onQKDdoes not state such assumptions
explicitly, but rather uses them implicitly.

In our formulation, they take the formof two equations

( ) ( ) { } ( )J J J J= ¢ " ¢ ÎQ QP P , 0, 1 and 1k
l

( )r r r= ÄQ Q . 2A B A Bl l l l l l

Here, equation (1) expresses the absence of non-uniform sampling, i.e., that the probability ( )JQP for a
partitioning J of the total rounds into sample rounds andKG rounds is independent of J. Equation (2)
expresses the absence of basis information leak, which is formally expressed by stating that the classical
communicationQl associatedwith the sifting process is uncorrelated (i.e., in a tensor product state)withAlice’s
and Bob’s quantum systems A Bl l. (The precise details of these two equations will be explained in section 6.)We
find that the two problems are in fact independent. Hence, security fromone of the two problems does not imply
security from the other. The two formal criteria can be used to checkwhether a candidate protocol is subject to
the two problems or not.

1.2.Outline of the paper
We introduce the iterative sifting protocol in section 2, wherewe also explain our conventions and notation.We
give a detailed description of the two problemswith iterative sifting in section 3.We showhow these problems
can be exploited in section 4 by presenting some intercept-resend attack strategies.

In section 5, we discuss some sifting protocols that are immune to these problems.We study how ideas of
existing protocols can be combined to get new secure protocols that aremore efficient. As a result, we suggest the
aforementioned combination of LCA sifting and SBPE, and prove its security.

In section 6, we give amore general answer to the question of how the two problems can be avoided by
presenting formalmathematical criteria that a sifting protocol needs to satisfy in order to avoid the problems.
We concludewith a summary in section 7.

2. Iterative sifting andPE

A typicalQKDprotocol consists of the following subroutines [3]:

(i) Preparation, distribution,measurement and sifting, whichwe collectively refer to as ‘sifting’.

(ii) Parameter estimation.

(iii) Error correction.

(iv) Privacy amplification.

What we discuss in this paper refers to the subroutines (i) and (ii), whereas subroutines (iii) and (iv) are not
of our concern. Even though theword sifting usually only refers to the process of discarding part of the data
acquired in themeasurements, we refer to the preparation, distribution,measurement and sifting together as
‘sifting’, because they are intertwined in iterative sifting.

Our focus in this article is on a particular sifting scheme that we call iterative sifting. It has been formulated in
slightly different ways in the literature, where the differences liemostly in the choice of thewording and in
whether it is realized as a prepare-and-measure protocol [3, 4, 8, 12] or as an entanglement-based protocol [9].
These details are irrelevant for the problems that we describe. Another difference is that some of the above-
mentioned references take into consideration that sometimes, ameasurementmay not take place (no-detection
event) ormay have an inconclusive outcome. This is done by adding a third symbol∅ to the set of possible
outcomes, turning the otherwise dichotomicmeasurements into trichotomic oneswith symbols { }Æ0, 1, .We

3
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choose not to do so, because the problems thatwe describe arise independently of whether no-detection events
or inconclusivemeasurements take place. Incorporating themwould not solve the problems that we address but
rather complicate things and distract from themain issues that wewant to point out.

The essence of the iterative sifting protocol is shown in protocol 1. There, and in the rest of the paper, we use
the notation

[ ] ≔ { } ( )¼ Î +r r r1, 2, , for all . 3

Our formulation of this protocol is close to the one described in [3], with themain difference thatwe choose an
entanglement-based protocol instead of a prepare-and-measure protocol. This will have the advantage that the
formal criteria in section 6 are easier to formulate, but a prepare-and-measure based protocol would otherwise
be equally valid to demonstrate our points.

In the protocol, Alice iteratively prepares qubit pairs in amaximally entangled state (step 1) and sends one
half of the pair to Bob (step 2)7. Then, Alice and Bob eachmeasure their qubit with respect to a basis

{ }Îa b, 0, 1i i , respectively, where 0 stands for theX-basis and 1 stands for theZ-basis (steps 3 and 4). Thereby,
Alice and Bobmake their basis choice independently, where for each of them, 0 (X) is chosenwith probability px,
and 1 (Z)with probability pz. These probabilities px and pz are parameters of the protocol. The important and
problematic parts of the protocol are step 5 and the subsequent check of the termination condition (TC): after
eachmeasurement, Alice and Bob communicate their basis choice over an authenticated classical channel.With
this information at hand, they then checkwhether the TC is satisfied: if for at least n of the qubit pairs they had so
far, they bothmeasured in theX-basis, and for at least k of them, they bothmeasured in theZ-basis, the TC is
satisfied and they enter the final phase of the protocol by continuingwith Step 6. These quota n and k are
parameters of the protocol. If the condition is notmet, they repeat the steps 1–5 (whichwe call the loop phase of
the protocol) until theymeet this condition. Because of this iteration, whose TCdepends on the history8 of the
protocol run up to that point, we call it the iterative sifting protocol. Its number of rounds is a randomvariable
thatwe denote byM.We denote possible values ofM bym (see the TC and step 6).

Protocol 1.The iterative sifting protocol.

Iterative sifting

Parameters: Î +n k, ; [ ]Îp p, 0, 1x z with + =p p 1x z .

Output: For = +l n k, the outputs are:

Alice: l-bit string ( ) { }Î=s 0, 1i i
l l

1 (sifted outcomes),
Bob: l-bit string ( ) { }Î=t 0, 1i i

l l
1 (sifted outcomes),

public: l-bit string ( ) { }J Î= 0, 1i i
l l

1 with Jå = ki i (basis choices, sifted), where 0meansX-basis and 1meansZ-basis.

Number of rounds: RandomvariableM, determined by reaching the termination condition (TC) after step 5.

The protocol

Loop phase: Steps 1–5 are iterated roundwise (round index = ¼r 1, 2, ) until the TC after step 5 is reached. Starting with round r=1,
Alice and Bob do:

Step 1: (Preparation): Alice prepares a qubit pair in amaximally entangled state.

Step 2: (Channel use): Alice uses the quantum channel to send half of the qubit pair to Bob.

Step 3: (Randombit generation): Alice andBob each (independently) generate a random classical bit ar and br, respectively, where 0

is generatedwith probability px and 1with probability pz.

Step 4: (Measurement): Alicemeasures her share in theX-basis (if ar=0) or in theZ-basis (if ar=1), and stores the outcome in a

classical bit yr. Likewise, Bobmeasures his share in theX-basis (if br=0) or in the Z -basis (if br=1), and stores the out-
come in a classical bit ¢yr .

Step 5: (Interim report): Alice andBob communicate their basis choice ar and br over a public authenticated channel. Then they

determine the sets

( ) ≔ { [ ]∣ }
( ) ≔ { [ ]∣ }

Î = =

Î = =

u r j r a b

v r j r a b

0 ,

1

j j

j j

TC: If the condition (∣ ( )∣ u r n and ∣ ( )∣ v r k) is reached, Alice and Bob set ≔m r and proceedwith step 6. Otherwise, they

increment r by one and repeat from step 1.

7
Choosing amaximally entangled state as the state that Alice preparesmaximizes the probability that the correlation test in the PE (after

sifting) is passed, i.e. themaximally entangled statemaximizes the robustness of the protocol. However, for the security of the protocol,
which is the concern of the present article, the choice of the state that Alice prepares is irrelevant.
8
By the history of a protocol run, wemean the record of everything that happened during the run of the protocol. In the case of iterative

sifting, thismeans the randombits a b,r r , themeasurement outcomes yr, ¢yr etc.

4

New J. Phys. 18 (2016) 053001 CPfister et al



(Continued.)
Final phase: The following steps are performed only once:

Step 6: (Randomdiscarding): Alice and Bob choose a subset ( )Íu u m of size n at random, i.e. each subset of size k is equally likely

to be chosen. Analogously, they choose a subset ( )Ív v m of size k at random. Then they discard the bits a b y, ,r r r and ¢yr for

which ÈÏr u v .

Step 7: (Order-preserving relabeling): Let ri be the ith element of Èu v . ThenAlice determines ( ) { }Î=s 0, 1i i
l l

1 , Bob determines

( ) { }Î=t 0, 1i i
l l

1 and together they determine ( ) { }J Î= 0, 1i i
l l

1 , where for every [ ]Îi l ,

( )J= = ¢ = =s y t y a b, , .i r i r i r ri i i i

Step 8: (Output): Alice [Bob] locally outputs ( ) =si i
l

1 [( ) =ti i
l

1], and they publicly output ( )J =i i
l

1.

After the loop phase of the protocol, inwhich thewhole data is generated, Alice and Bob enter the final phase
of the protocol, inwhich this data is processed. This processing consists of discarding data of rounds inwhich
Alice and Bobmeasured in different bases, as well as randomly discarding a surplus of data for roundswhere
bothmeasured in the same basis, where a ‘surplus’ refers to havingmore than n(k) rounds inwhich both
measured in theX (Z) basis, respectively. This discarding of surplus is done to simplify the analysis of the
protocol, which is easier if the number of bits where bothmeasured in theX (Z) basis isfixed to a number n (k).
Since after the loop phase, Alice and Bob can end upwithmore bitsmeasured in this same basis, they throw away
surplus at random. Finally, after throwing away the surplus, Alice and Bob locally output the remaining bit
strings ( ) =si i

l
1 and ( ) =ti i

l
1ofmeasurement outcomes and publicly output the remaining bit string ( )J =i i

l
1 of basis

choices.
Iterative sifting is problematic, but to fully understandwhy, one needs to see how the output of the iterative

sifting protocol is processed in the subsequent subroutine (ii), the PE, where Alice and Bob check for the
presence of an eavesdropper. Protocols that use iterative sifting use a particular protocol for PE. Tomake clear
whatwe are talking about, we havewritten it out in protocol 2.

Alice and Bob start the protocol with the strings ( ) ( )= =s t,i i
l

i i
l

1 1 and ( )J =i i
l

1 that they got from sifting. Then, in
afirst step, they communicate the test bits. The test bits are those bits s t,i i that resulted frommeasurements in
theZ-basis, i.e. the bits s t,i i with i such that J = 1i . Then, they determine the fraction of the test bits that are
different for Alice and Bob, i.e. they determine the test bit error rate. If it is higher than a certain protocol
parameter [ ]Îq 0, 1tol , they abort. Otherwise, they locally output the raw keys, which are the bits s t,i i that result
frommeasurements in theX-basis, i.e. those s t,i i with i for which J = 0i .

It is important to emphasize that if the output of iterative sifting serves as the input of the PE protocol as in
protocol 2, then the bits that result frommeasurements in theX-basis are used for the raw key, and the bits that
result frommeasurements in theZ-basis are used for PE (i.e. they form the sample for the PE). Hence, the sample
is determined by the basis choice; no additional randomness is injected to choose the sample.

Protocol 2.The single-basis parameter estimation (SBPE) protocol.

Single-basis parameter estimation (SBPE)
Protocol parameters: [ ]Î Î+n k p p, , , 0, 1x z with + =p p 1x z and [ ]Îq 0, 1tol .

Input: For = +l n k, the inputs are:

Alice: l-bit string ( ) { }Î=s 0, 1i i
l l

1 (measurement outcomes, sifted),
Bob: l-bit string ( ) { }Î=t 0, 1i i

l l
1 (measurement outcomes, sifted),

public: l-bit string ( ) { }J Î= 0, 1i i
l l

1 with Jå = ki i (basis choices, sifted), where 0meansX-basis and 1meansZ-basis.

Output:Either no output (if the protocol aborts in step 2) or:
Alice: n-bit string ( ) { }Î=x 0, 1j j

n n
1 (raw key),

Bob: n-bit string ( ) { }¢ Î=x 0, 1j j
n n

1 (raw key).

The protocol

Step 1: (Test bit communication): Alice and Bob communicate their test bits, i.e. the bits si and tiwith i for which J = 1i , over a public

authenticated channel.

Step 2: (Correlation test): Alice and Bob determine the test bit error rate

≔ ( )ål J Å
=k

s t
1

,
i

l

i i itest
1

where⊕denotes additionmodulo 2, and do the correlation test: if l qtest tol, they continue the protocol andmove on to step 3. If

l > qtest tol, they abort.

5
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(Continued.)
Step 3: (Rawkey output): Let ij be the jth element of { [ ]∣ }JÎ =i l 0i . ThenAlice outputs the n-bit string ( ) =xj j

n
1 andBob outputs the n-

bit string ( )¢ =xj j
n

1, where

= ¢ =x s x t, .j i j ij j

This is not necessarily a problemby itself. However, as wewill show in section 3.1, in iterative sifting, some
rounds aremore likely to end up in the sample than other rounds. This leads to non-uniform sampling, which is
a problem since uniform sampling is one of the assumptions that enter the analysis of the PE. This seems to be
unnoticed so far, as we found that protocols in the literature that use iterative sifting as a subroutine use SBPE as
a subroutine for PE (or something equivalent) [3, 4, 8, 9, 12]. In contrast, the LCA sifting protocol that we discuss
in section 5 does sample uniformly, even if bits fromX-measurements are used for the raw key andZ-
measurements are used for paremeter estimation, without injecting additional randomness.

Wewill discuss randomness injection for the sample choice inmore detail in section 5. The idea behind the
PE is the following: if the correlation test passes, then the likelihood that Eve knowsmuch about the raw key is
sufficiently low. The exact statement of this is subtle, and involvesmore details than are necessary for our
purposes.We refer to [3] formore details. Here, what is important is that this estimate of Eve’s knowledge is
done via estimating another probability that we call the tail probability ( )mptail which, for [ ]m Î 0, 1 , is given by

( ) [ ∣ ] ( ) m m= L L + Lp P q . 4tail key test test tol

Here, Ltest is the random variable of the test bit error rate ltest determined in the PE protocol

≔ ( ) ( )ål J Å
=k

s t
1

. 5
i

l

i i itest
1

The randomvariable Lkey is the randomvariable of a quantity that is not actuallymeasured: it is the random
variable of the error rate on the raw key bits if they had beenmeasured in the Z-basis. Since in the actual protocol,
the raw key bits have beenmeasured in theX-basis, the randomvariable Lkey is the result of a
Gedankenexperiment rather than an actuallymeasured quantity.Wewill define Lkey formally in section 6.

The usual analysis, as in [3], aims at proving that

( )
( ) ( )m

m-
+

p
p

exp 2
, 6

kn

l

k

k
tail

1
2

pass

where

[ ] ( )= Lp P q . 7pass test tol

Inequality (6) is turned into an inequality about the eavesdropper’s knowledge about the raw key using an
uncertainty relation for smooth entropies [3, 16].

2.1. Notation and terminology
In the following sections, wewill have a closer look at the probabilities of certain outputs of the iterative sifting
protocol in protocol 1. For example, in section 3.1wewill consider the probability that iterative siftingwith
parameters = =n k1, 2 outputs the string ( ) ( )J J= == 1, 1, 0i i 1

3 . Since the output of the protocol is
probabilistic, the output string becomes a randomvariable.We denote randomvariables by capital letters and
their values by lower case letters. For example, the randomvariable for the output string J is denoted byQ, and
the probability of the output string to have a certain value J is [ ]JQ =P . For strings in ( ) { }J J= Î= 0, 1i i

l l
1 ,

wewrite ( )J J J J= ¼=i i
l

l1 1 2 instead of ( ) ( )J J J J= ¼= , , ,i i
l

l1 1 2 , i.e. we omit the brackets and commas. For
example, wewrite { }Î110 0, 1 3 instead of ( ) { }Î1, 1, 0 0, 1 3, so the probability that we calculate in
section 3.1 is [ ]Q =P 110 . Other random variables that we consider include the randomvariableA1 (B1) of
Alice’s (Bob’s)first basis choice a1 (b1) or the randomvariableM of the numberm of total rounds performed in
the loop phase of the iterative sifting protocol.

To simplify the calculations, it is convenient to introduce the following terminology. For a round r in the
loop phase of the iterative sifting protocol, r is anX-agreement if = =a b r0,r r is aZ-agreement if = =a b 1r r

and r is a disagreement if ¹a br r .We sometimes say that r is an agreement if it is anX- or aZ-agreement.
For calculations with randomvariables likeQ A B, ,1 1orM, the sample space of the relevant underlying

probability space is the set of all possible histories of the iterative sifting protocol. This set is hard tomodel, as it
contains not only all possible strings ( ) ( ) ( )a b y, ,r r r r r r and ( )¢y

r r of the loop phase (which can be arbitrarily long)
but also a record of the choice of the subsets u and v in the randomdiscarding during the final phase. It is,
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however, not necessary for our calculations to have the underlying sample space explicitly written out. In order
to avoid unnecessarily complicating things, we therefore only deal with the relevant events, random variables
and their probabilitymass functions directly, assuming that the reader understands what probability space they
aremeant to be defined on. In contrast, the LCA sifting protocol whichwe discuss in section 5, has a simpler set
of histories, andwewill derive a probability spacemodel for it in appendix C.

We oftenwrite expressions in terms of probabilitymass functions instead of in terms of probability weights
of events, e.g. wewrite

( ) ≔ [ ] ( )J JQ =QP P . 8

3. The problems

3.1.Non-uniform sampling
To show that iterative sifting leads to non-uniform sampling, we calculate the sampling probabilities for some
example parameters Î +k n, as functions of the probabilities px and pz. By a sampling probability, wemean
the probability that some subset of k of the = +l n k bits is used as a sample for the PE, i.e. the sampling
probabilities are ( )JQP for { }J Î 0, 1 k

l , where

{ } ≔ ( ) { } ( )åJ JÎ ==
=

⎪

⎪

⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭

k0, 1 0, 1 9k
l

i i
l l

i

l

i1
1

is the set of all l-bit strings withHammingweight k.We say that sampling is uniform if ( )JQP is the same for all
{ }J Î 0, 1 k

l , and non-uniformotherwise.While non-uniform sampling already arises in the case of the smallest
possible parameters = =k n 1, the results are evenmore interesting in cases where ¹k n. Let us consider
iterative sifting (protocol 1)with = =n k1, 2 and arbitrary [ ]Îp p, 0, 1x z . LetQ denote the random variable
of the string ( )J J J J J= ==i i 1

3
1 2 3 of sifted basis choices which is generated by the protocol. The possible values

ofQ are 110, 101and 011. The probabilities of these strings are given as follows (see appendix A for a proof).

Proposition 1. For the iterative sifting protocol as in protocol 1 with =n 1and =k 2, it holds that

( ) ( )= =
+

QP g g
p

p p
110 , where . 10

z z
z

z x

2
2

2 2

For the other two possible values ofQ, it holds that

( ) ( ) ( )= =
-

Q QP P
g

011 101
1

2
. 11z

2

Hence, different samples have different probabilities, in general. In order for the sampling probability QP to be
uniform, in the case where n=1 and k= 2, we need to have ( )J =QP 1 3 for J = 011, 101, 110. This holds if
and only if *=g gz z

, where * =g 1 3
z

, which in turn is equivalent to *=p pz z , where

( )( ) ( )* =
+ + -

»p
3 2 3 1 3 1

3
0.539. 12

z

This is bad news for iterative sifting: itmeans that iterative sifting leads to non-uniform sampling for all values of
pz except *=p pz z . Interestingly, the value of *pz does not seem to be a probability that has been considered in the

QKD literature. In particular, *pz corresponds to neither the symmetric case =p 1 2z nor to a certain
asymmetric probability which has been suggested to be chosen in order tomaximize the key rate [3].

The value gz can be interpreted as the probability that in a certain round of the loop phase, Alice and Bob have
aZ-agreement, given that they have an agreement in that round (this conditional is why the pz

2 is renormalized
with the factor ( )+p p1 z x

2 2 ). Hence, gz
2 is the probability that Alice and Bob’sfirst two basis agreements areZ-

agreements. Therefore, ( ) =QP g110
z
2 is what onewould intuitively expect: to end upwithQ = 110, thefirst

two basis agreements need to beZ-agreements, and conversely, whenever thefirst two basis agreements areZ-
agreements, Alice and Bob end upwithQ = 110.

More generally, it turns out that for n=1 and for Î +k arbitrary, the iterative sifting protocol leads to

( ) ( )¼ =QP g1 10 , 13
z
k

( ) { } ( )J J=
-

ÎQP
g

k

1
for all other 0, 1 . 14z

k

k
l
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This is a uniformprobability distribution if and only if *=g gz z , where

( )* =
+

⎛
⎝⎜

⎞
⎠⎟g

k

1

1
, 15

z

k1

which is true iff *=p pz z , where

( )
( )*

* * *

*
=

- -

-
p

g g g

g

1

2 1
. 16

z
z z z

z

Hence, we conclude that iterative sifting does not lead to uniformly random sampling, unless px and pz are
chosen in a very particular way. This particular choice does not seem to correspond to anything that has been
considered in the literature so far.

3.2. Basis information leak
In iterative sifting, information about Alice’s and Bob’s basis choices reaches Eve in every round of the loop
phase. In step 5 of round r, Alice and Bob communicate their basis choice a b,r r of that round. They do so
because theywant to condition their upcoming action on the strings ¼a ar1 and ¼b br1 : if they have enough
basis agreements, they quit the loop phase; otherwise they keep looping.

What seems to have remained unnoticed in the literature is that Eve can also condition her actions on
¼a ar1 and ¼b br1 . Thismeans that if there is a round +r 1, Eve can correlate the state of the qubit that Alice

sends to Bob in round +r 1with ¼a ar1 and ¼b br1 . Hence, the state of the qubit that Bobmeasures is
correlatedwith the classical register that keeps the information about the basis choice. Note that the basis
information leak tells Eve how close Alice and Bob are tomeeting their quotas for each basis. Eve can tailor her
attack on future rounds based on this information. For example, if Alice and Bob have alreadymet theirZ-quota,
but not theirX-quota, then Eve canmeasure in theX-basis, knowing that, if Alice andBob happen to both
measure in theZ-basis, the roundmay be discarded anyway.

Wewant to emphasize that the basis information leak is not resolved by injecting additional randomness for
the choice of the sample. Aswewill discuss in section 5, such additional randomness can ensure that the
sampling is uniform, but it does not help against the basis information leak. Randomness injection for the
sample is effectively equivalent to performing a randompermutation on the qubits [17]. This does not remove
the correlation between the classical basis information register and the qubits.

Wewill seemore concretely how the basis information leak is a problemwhenwe present an eavesdropping
attack in section 4.1 andwhenwe treat the problemmore formally in section 6.

4. Eavesdropping attacks

Adetailed analysis of the effect of non-uniform sampling and basis information leak on the key rate is beyond the
scope of the present paper. It would involve developing a new security analysis for a whole protocol involving
iterative sifting. Instead of attempting tofind amodified analysis for iterative sifting, wewill discuss alternative
protocols in section 5.

However, to give an intuitive idea of the effect, wewill calculate another figure ofmerit: the error rate for an
intercept-resend attack.We devise a strategy for Eve to attack the iterative sifting protocol during its loop phase
and calculate the expected value of the error rate

( )å= Å
=

E
l

S T
1

17
i

l

i i
1

that results from this attack.Here,⊕ denotes additionmodulo 2 and Si andTi are the random variables of the
bits si and ti, respectively, which are generated by the protocol. Onewould typically expect an error rate no lower
than 25% for an intercept-resend attack [18], which is why our results below are alarming.

4.1. Attack onnon-uniform sampling
Let usfirst consider an attack on non-uniform sampling, i.e., on the fact that not every possible value ofQ is
equally likely. It will be a particular kind of intercept-resend attack, i.e. Eve intercepts all the qubits that Alice
sends to Bob during the loop phase,measures them in some basis and afterwards, prepares another qubit in the
eigenstate associatedwith her outcome and sends it to Bob. Thenwewill show that the attack strategy leads to an
error rate below 25%.

For the error rate calculation, we assume that theX- andZ-basis is the same for Alice, Bob and Eve, and that
they aremutually unbiased. This way, if Alice and Bobmeasure in the same basis, but Evemeasures in the other
basis, then Eve introduces an error probability of 1/2 on this qubit.Moreover, for simplicity, wemake this
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calculation for the easiest possible choice of parameters. Consider the iterative sifting iterative sifting protocol
(protocol 1)with the parameters = =k n 1. From equations (15) and (16), we get that the sampling
probabilities in this case are

( ) ( ) ( )=
+

=
+

Q QP
p

p p
P

p

p p
01 , 10 . 18x

x z

z

x z

2

2 2

2

2 2

These sampling probabilities are uniform for the symmetric case px=pz, but are non-uniform for all other
values. In the following, we assume >p 1 2x , whichmakes the sampleQ = 01more likely than the sample
Q = 10.We choose the following attack: in the first round of the loop phase, she attacks in theX-basis, and in all
the other rounds, she attacks in theZ-basis.We choose the attack this way because we know that thefirst non-
discarded basis agreement ismore likely to be anX-agreement, whereas the second one ismore likely to be aZ-
agreement9.

We calculate the expected error rate for this attack in appendix B.1. The black curve infigure 1 shows á ñE as a
function of px for this attack. Notice that á ñE falls below 25% for < <p1 2 1x , and reaches aminimumof
á ñ »E 22.8% for »p 0.73x .

The concerned readermight worry that the 25% error rate associatedwith the intercept-resend attackwas
derived under the assumption of equal weighting for the two basesX andZ, whereas it seems here that we choose
unequal weightings. However, for the protocol under consideration, the a priori probability distribution { }p p,x z
is not the relevant quantity. Rather, the fact that n=k in our example ensures that theX andZ bases enter in
with equal weighting.

4.2. Attack onbasis information leak
Wenow give an eavesdropping strategy that exploits the basis information leak. It is an adaptive strategy, in
which Eve’s action in round +r 1depends on the past communication of the strings ¼a ar1 and ¼b br1 .
Again, we consider the simple case of = =n k 1. Tomake sure our attack is really exploiting the basis
information leak andnot the non-uniform sampling, we set = =p p 1 2x z . In this case, from equation (18), the
sampling is uniform:

( ) ( ) ( )= =Q QP P01 10
1

2
. 19

Beforewe define Eve’s strategy, wewant to give some intuition. Suppose that during the protocol, Eve learns
that Alice and Bob just had their first basis agreement. If this first agreement is aZ-agreement, say, what does this
mean for Eve? She knows that the protocol will now remain in the loop phase until they end upwith anX-
agreement. Suppose that she nowdecides that shewillmeasure all the remaining qubits in theX-basis. Then, if
the next basis agreement of Alice and Bob is anX-agreement, Eve knows the raw key bit perfectly, and her
measurement on that bit did not introduce an error. If the next basis agreement is aZ-agreement, shemay

Figure 1.The error rate for three different eavesdropping attacks iterative sifting: (1) attack on non-uniform sampling (long-dashed,
black curve), (2) attack on basis-information leak (short-dashed, blue curve), (3) attack on both problems (solid, red curve).

9
The attentive readermay point out that this attack could be improved bymaking Eve’s basis choice dependent on the communication

betweenAlice and Bob. This is correct, butwe intentionally design the attack such that Eve ignores Alice and Bob’s communication. That
allows one to see the effect of non-uniform sampling alone and to compare it to attacks on basis information leak alone, see sections 4.2
and 4.3.
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introduce an error on that test bit. However, there will be a chance that Alice and Bob discard this test bit,
because they have a total of two (ormore, in the end)Z-agreements, and the protocol forces them to discard all
Z-agreements except k= 1 of them.Hence, learning that thefirst basis agreement was aZ-agreement brings Eve
into an favorable position: she knows that attacking in theX-basis for the rest of the loop phase will necessarily
tell her the raw key bit, while she has quite some chance to remain undetected.

This intuition inspires the following intercept-resend attack. Before the first round of the loop phase, Eve
flips a fair coin. Let F be the randomvariable of the coin flip outcome and let 0 and 1 be its possible values. If
F=0, then in the first round, Eve attacks in theX-basis, and if F=1, she attacks in theZ-basis. In the
subsequent rounds, she keeps attacking in that basis until Alice and Bobfirst reached a basis agreement. If it is an
X-agreement (equivalent toQ = 01), Eve attacks in theZ-basis in all remaining rounds, and if it is aZ-
agreement (equivalent toQ = 10), she attacks in theX-basis in all remaining rounds10.

We calculate the expected error rate for this attack in the appendix B.2.Wefind that

( )á ñ =
-

»E
2 ln 2

8
16.3%. 20

Hence, the basis information leak allows Eve to go far below the typical expected error rate of 25% for intercept-
resend attacks [19]. The blue curve infigure 1 shows,more generally, á ñE as a function of px, for this attack.

4.3. Independence of the two problems
Are non-uniform sampling and basis information leak really two different problems, or is one a consequence of
the other?Wewill argue now that the two problems are in fact independent. To this end, we describe a protocol
that suffers fromnon-uniform sampling but not frombasis information leak, and another protocol that suffers
frombasis information leak but not fromnon-uniform sampling.

Figure 2.Comparison of the expected sifting efficiencies. (a) In the protocol of Shor and Preskill [21], only about a quarter of the
measurement results end up in the raw key.Moreover, a relatively large amount of randomness needs to be injected for the sample
choice, which in turn increases the length of pre-shared secret key that Alice and Bob use for authenticated communication. (b)The
protocol by Lo et al [15] allows for a bias, >p px z . This way, the expected fraction of bits with basis disagreements shrinks fromone
half to p p2 x z . The proportions drawn in thisfigure correspond to px=0.8.However, it still requires randomness injection for the
choice of the sample. (c) If, instead, LCA sifting and SBPE are used, as we suggest, then no randomness injection is required for the
choice of the sample.Moreover, less bits are consumed for parameter estimation in thefinite-key regime, resulting in a longer raw key.

10
We let Eve flip a coin in order tomake the attack symmetric betweenX andZ. This allows for amoremeaningful comparisonwith the

attack on non-uniform sampling, as this attack here does not exploit non-uniform sampling even if ¹p 1 2x , see section 4.1 and 4.3.
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Wehave already seen an instance of a protocol that suffers frombasis information leak but not fromnon-
uniform sampling: in section 4.2, we looked at the iterative sifting protocol with = =n k 1 and = =p p 1 2x z / ,
inwhich case the sampling is uniform.Hence, therewas no exploitation of non-uniform sampling, but the
attack strategy exploited basis information leak.

What about the other way round? Cannon-uniform sampling occurwithout basis information leak? A
closer look at the attack on non-uniform sampling presented in section 4.1 hints that this is possible: the attack
strategyworks, even though it completely ignores the communication betweenAlice and Bob, so it did notmake
any use of the basis information leak due to this communication.

Amore dramatic example shows clearly that non-uniform sampling can occurwithout basis information
leak. To this end, we forget about iterative sifting for amoment and look at a different protocol. Consider a
sifting-protocol inwhichAlice andBob agree in advance that theywillmeasure the first n=100 qubits in theX-
basis, and that theywillmeasure the second k= 100 qubits in theZ-basis, without any communication during
the protocol. Of course, there is no hope for this protocol to be useful forQKD, but it serves well to demonstrate
our point. It leads to a very dramatic formof non-uniform sampling, because ( )¼ ¼ =QP 0 01 1 1and

( )J =QP 0 for all other { }J Î 0, 1 k
l . If Eve attacks the first 100 rounds inX and the second 100 rounds inZ,

then she knows the raw key perfectly, without introducing any error. At the same time, there is no
communication betweenAlice and Bob during the protocol, so no information about the basis choice is leaked
during the protocol. Instead, Eve (who is always assumed to know the protocol) already had this information
before thefirst round.

Hence, we conclude that the problems of non-uniform sampling and basis information leak are
independent. They just happen to occur simultaneously for iterative sifting, but they can occur separately in
general.Wewill see the independence of the two problemsmore formally in section 6.

4.4. Attack onboth problems
Since the two problems are independent, it is interesting to devise an attack that exploits both of them. Let us
again consider = =k n 1 and suppose >p 1 2x to ensure that we have non-uniform sampling. Suppose Eve
begins in the sameway as in the attack on non-uniform sampling,measuring in theX-basis. However, as in the
attack on the basis-information leak, shemakes her attack adaptive by following the rule that she switches to the
Z-basis whenAlice and Bob announce that they had anX-agreement. If Alice and Bob announce aZ-agreement,
Eve keeps attacking in theX-basis.

We give an expression for the error rate induced by this attack in appendix B.3. The red curve infigure 1
shows a plot of this error rate as a function of px. As one can see, the error rate attains itsminimumof
á ñ »E 15.8% for »p 0.57x . Hence, this combined attack on both problems performsmuch better than the one
on non-uniform sampling alone (with aminimal error rate of~22.8%) and even better than the attack on the
basis information leak alone (with aminimal error rate of~16.3%).

5. Solutions to the problems

Howcan these problems be avoided? Roughly speaking, we can say that protocols with iterative sifting are
characterized by three properties thatmake it efficient: (1) asymmetric basis choice probabilities and quota,

>p px z and >n k, (2) SBPE (protocol 2), (3) communication in step 5 of the loop phase. Aswe have seen, it is
the communicationwhich causes the basis information leak.

An obvious fix to this problem is to take this communication out of the loop phase and to postpone it to the
final phase, when all the quantum communication is over. Then there is no classical communication during the
loop phase, and hence, there cannot be a TC that depends on classical communication. Instead, the number of
rounds in the loop phase is set to afixed number Î +m . This numberm then becomes a parameter of the
protocol.

Fixing the number of rounds introduces a new issue: there is no guarantee that the quotas forX- andZ-
agreements will bemet afterm rounds. In order to perform the PE, however, the quotas n and kmust bemet.
Otherwise, Inequality (6) is not applicable, because the number ofX- andZ-agreements in the loop phase are
randomnumbers that can be below n and k, respectively. Thus, unless onewants to introduce a new tail
probability analysis as well, there is a strictly positive probability that Alice and Bob have to abort the sifting
protocol because they have toomany basis disagreements. If the sifting scheme ismodified in this way, it no
longer involves any communication about the basis choices during its loop phase. Thus, it is trivially true that
there is no basis information leak.

Manyprotocols in theQKD literature have such afixednumbermof rounds (which is oftendenotedbyN
instead) and an according abort event. It seems that before iterative siftingwas introduced, the sifting procedure
was either not clearlywrittenout in theprotocols, or it had such afixed roundnumber. For example, in the original
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BB84paper [20], the sifting scheme is notwritten out in enoughdetail to saywhether this is the case, but the
protocol forwhich Shor andPreskill showed asymptotic security uses afixednumber of rounds [21]. In addition,
they use symmetric basis choice probabilities and quota, i.e. = =p p 1 2x z and k=n. Alice sends d+n4 qubits
toBob (where δ is a positive but small overhead)without any intermediate classical communication.Afterwards,
they compare their bases and checkwhether theyhave at leastnX-agreements and at leastnZ-agreements. If not,
they abort, otherwise they choosenX-agreements andnZ-agreements anddiscard the rest.

With the remaining n2 bits, they continuewith PE.However, instead of performing SBPE, they choose n bits
at random (i.e. with fresh randomness) for PE and use the rest for the raw key. Hence, this protocol shares none
of the three properties with iterative sifting thatwe listed above.

This scheme trivially has no basis information leak. In addition, it trivially samples uniformly, as thewhole
sample is chosenwith fresh randomness that is injected for that purpose. Thus, it is secure with respect to the
concerns raised in this article. However, it is unnecessarily inefficient: speaking in expectation values, half of the
bits are discarded because theywere determined in different bases, and another quarter of the bits is used for PE,
leaving only a quarter of the original bits for the raw key, seefigure 2(a).

A similar protocol has recently been suggested by Tomamichel and Leverrier with a complete proof of its
security,modeling all its subroutines [22]. They also use symmetric basis choice probabilities px=pz and
randomness injection for the sample choice.However, they do not use half of the sifted bits for PE but less. Their
protocol also samples uniformly, because additional randomness is injected for the choice of the sample.

To increase the efficiency, LCA suggested to use asymmetric basis choice probabilities and quota, i.e. >p 0x
and ¹k n. As shown infigure 2(b), this decreases the number of expected disagreements from a value of m 2 to
a value of p p m2 x z . This is great for efficiency: for larger block lengths, relatively smaller samples are required to
gain the same confidence that Alice’s and Bob’s bits are correlated11. In the limit where  ¥m , the probability
px can be chosen to be arbitrarily close to one, and the fraction of data lost due to basis disagreements converges
to zero.We call this protocol LCA sifting. It shares property (1)with iterative sifting.

As for the protocol of Shor–Preskill, LCAdid not consider SBPE. Their PE also requires some randomness
injection for the choice of the sample: theZ-agreements formone half of the sample, and the other half is chosen
at random from theX-agreements. Then, not just one but two error rates are determined, namely on theX-part
and theZ-part of the sample separately. Only if both error rates are below a fixed error tolerance, they continue
the protocol using the rest as the raw key (for details, see their article [15]). The LCAprotocol trivially has no
basis information leak. In addition, it turns out that it also samples uniformly. This is in fact non-trivial, and to
our knowledge, it was not proved in the literature.Wefill this gap: the uniform sampling property of the LCA
protocol turns out to be a corollary of proposition 2 below. Thus, the LCAprotocol could be used as a secure
replacement for iterative sifting.

On the one hand, we suggest using the sifting part of LCAprotocol. To be clear about the details of the sifting
scheme, we havewritten it out in our notation in protocol 3.On the other hand, wefind that the PE part of the
LCAprotocol is unnecessarily complicated and inefficient: it needs randomness injection for part of the sample
choice, and it requires the estimation of two instead of one error rate.What if, instead, LCA sifting is followed by
SBPE, i.e., only the error rate on theZ-agreements is determined? The critical question is whether this would still
lead to uniform sampling. As the following propositin shows, this is indeed the case.

Proposition 2.The combination of LCA sifting (protocol 3) and SBPE (protocol 2) samples uniformly. In other
words, the LCA sifting protocol satisfies

( ) ( ) { } ( )J J J J= ¢ " ¢ ÎQ QP P , 0, 1 . 21k
l

In constrast to protocols that use randomness injection for the sample choice, the uniform sampling property is
non-trivial to prove for LCA siftingwith SBPE.We prove proposition 2 in appendix C (see the corollary of
proposition 8). This shows that the combination of LCA sifting and SBPE is secure and can therefore be used to
replace iterative sifting12. For protocols that use these subroutines, the abort probability pabort of the sifting step
is important because it affects the key rate of theQKDprotocol.We calculate pabort in appendix C aswell
(proposition 8).

This is good news for efficiency, as no randomness injection is required for the choice of the sample. Since
this random sample choice would need to be communicated betweenAlice and Bob in an authenticatedway,
this also uses up less secret key from the initial key pool (see [23] for a discussion of the key cost of classical

11
This can be seen from inequality (6), for example.

12
This also establishes uniform sampling for thewhole LCAprotocol (with the PE protocol with randomness injection instead of SBPE).

This is because the PE protocol of LCA can nowbe seen as a two-stage random samplingwithout replacement, where in both stages, the
sampling probabilities are uniform. This leads to overall uniform sampling.
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postprocessing). One can see infigure 2 that in the finite-key regime, this also leads to a larger raw key. Together
with proposition 3, whichwewill discuss in section 6, this also establishes security of the protocol in the finite-
key regime. In contrast, the original work of LCA [15] only establishes asymptotic security.

Suggestion.Use LCA sifting (protocol 3) and SBPE (protocol 2).

Let us briefly remark about the efficiency LCA sifting in comparison to that of iterative sifting. They differ in
that LCA sifting has no communication during the loop phase, see property (3) above. The question is whether
this necessarilymeans that the efficiency is strongly reduced in comparisonwith iterative sifting.

Protocol 3.The Lo–Chau–Ardehali (LCA) sifting protocol.

LCA sifting

Protocol parameters: Î +n k m, , with  + Î +m n k and [ ]Îp p, 0, 1x z with + =p p 1x z .

Output: For = +l n k, the outputs are:

Alice: l-bit string ( ) { }Î=s 0, 1i i
l l

1 (measurement outcomes, sifted) or = ^s (if the protocol aborts),
Bob: l-bit string ( ) { }Î=t 0, 1i i

l l
1 (measurement outcomes, sifted) or = ^t (if the protocol aborts),

public: l-bit string ( ) { }J Î= 0, 1i i
l l

1 with Jå = ki i (basis choices, sifted), where 0meansX-basis and 1meansZ-basis, or J = ^ (if the
protocol aborts).

Number of rounds: Fixed numberm (protocol parameter)

The protocol

Loop phase: Steps 1–4 are repeatedm times (round index r=1,K,m). Starting with round r=1, Alice and Bob do the following:

Step 1: (Preparation): Alice prepares a qubit pair in amaximally entangled state.

Step 2: (Channel use): Alice uses the quantum channel to send one share of the qubit pair to Bob.

Step 3: (Randombit generation): Alice and Bob each (independently) generate a random classical bit ar and br, respectively, where 0

is generatedwith probability px and 1 is generated with probability pz.

Step 4: (Measurement): Alicemeasures her share in theX-basis (if ar=0) or in theZ-basis (if ar=1), and stores the outcome in a

classical bit yr. Likewise, Bobmeasures his share in theX-basis (if br=0) or in the Z -basis (if br=1), and stores the outcome

in a classical bit ¢yr .

Final phase: The following steps are performed in a single run:

Step 5: (QuotaCheck): Alice and Bob determine the sets

( ) { [ ]∣ }
( ) { [ ]∣ }

= Î = =
= Î = =

u m r m a b

v m r m a b

0 ,

1 .
r r

r r

They checkwhether the quota condition ( ( ) u m n and ( ) v m k) holds. If it holds, they proceedwith Step 6. Otherwise,
they abort.

Step 6: (RandomDiscarding): Alice and Bob choose a subset ( )Íu u m of size k at random, i.e. each subset of size k is equally likely

to be chosen. Analogously, they choose a subset ( )Ív v m of size k at random. Then they discard the bits a b y, ,r r r and ¢yr for

which ÈÏr u v .

Step 7: (Order-preserving relabeling): Let ri be the ith element of Èu v . ThenAlice determines ( ) { }Î=s 0, 1i i
l l

1 , Bob determines

( ) { }Î=t 0, 1i i
l l

1 and together they determine ( ) { }J Î= 0, 1i i
l l

1 , where for every [ ]Îi l ,

( )J= = ¢ = =s y t y a b, , .i r i r i r ri i i i

Step 8: (Output): Alice locally outputs ( ) =si i
l

1, Bob locally outputs ( ) =ti i
l

1 and they publicly output ( )J =i i
l

1.

We define the efficiency η of a sifting protocol as

( )h =
R

M
, 22

whereR is the randomvariable of the number of rounds that are kept after sifting andM is the randomvariable
of the total number of rounds performed in the loop phase of the protocol.We explain this inmore detail in
appendixD. Aplot of the expected efficiency for iterative sifting and for LCA sifting is shown infigure 3 for the
special case of symmetric probabilities px=pz and identical quota n=k (this special case is computationally
much easier to calculate; for other choices, the computation becomes very hard).Wefind that iterative sifting is
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more efficient, as expected, but the difference between the two efficiencies becomes insignificant for practically
relevant quota sizes n and k.

6. Formal criteria for good sifting

In section 3, we have seen that iterative sifting leads to problems. In section 5, we showed that these problems can
be avoided by using LCA sifting (protocol 3) and SBPE (protocol 2). In this section, we give amore complete
answer to the question of how these problems can be avoided by presenting two simple formal criteria that are
sufficient for a sifting protocol to lead to a correct PE.More precisely, we describe two formal properties of the
state produced by a sifting protocol which guarantee that if the protocol is followed by SBPE (protocol 2), then
inequality (6) holds. As indicated in the introduction, the two properties take the formof equalities, see
equations (1) and (2).We prove the sufficiency of these two criteria by deriving (6) from them in proposition 3
below.

In order to state the two criteria and the random variable Lkey in (6) formally, we need to define a certain
kind of quantum state r QA Bl l l associatedwith a sifting protocol. To explainwhat this state is, we explain what the
state r QA Bl l l is like for LCA sifting. It is a state that is best described in a variation of the protocol. Suppose that
Alice and Bob run the protocol, but they skip themeasurement in every round. Instead, they keep each qubit
system in their labwithoutmodifying its state.With current technology, this is practically impossible, but since
r QA Bl l l is a purelymathematical construct, we do notworry about the technical feasibility. Notice that Alice and
Bob stillmake basis choices, compare them and discard rounds—they just do not actually perform the
measurements. Let us compare the output of thismodified protocol with the output of the original protocol:

Original protocol Modified protocol

Alice: l bits ( )= =s si i
l

1 l-qubit state rAl

Bob: l bits ( )= =t ti i
l

1 l-qubit state rBl

Public: l bits ( )J J= =i i
l

1 l bits ( )J J= =i i
l

1

Hence, if wemodel the classical bit string J as the state of a classical registerQl, we can say that the output of the
modified protocol is a quantum–quantum-classical state r QA Bl l l.More generally, the state r QA Bl l l associatedwith
a sifting protocol is its output state in the case where all themeasurements are skipped.

This state still carries all the probabilistic information of the original protocol. To see this, let { }  = ,0 1

and { }  = ,0 1 be the POVMsdescribing Alice’sX- andZ-measurement, let { }  ¢ = ¢ ¢,0 1 and
{ }  ¢ = ¢ ¢,0 1 be the POVMsdescribing Bob’sX- andZ-measurement, and let { }  = ,0 1 be the

projectivemeasurement onQwith respect towhich the state of the registerQ is diagonal. Define the operators

( )
       
       

= = = =
¢ = ¢ ¢ = ¢ ¢ = ¢ ¢ = ¢

, , , ,

, , , . 23
0 0 1 1 2 0 3 1

0 0 1 1 2 0 3 1

Then, the probability distribution over the output of the protocol is

( ) ( ( ) ) ( )( )J J r= PQ QP s t, , tr s, t, , 24ST AB l

Figure 3.Efficiency comparison of the two sifting protocols. The plots show lower bounds on the expected efficiencies for symmetric
probabilities = =p p 1 2x z and for identical quotas n=k. The solid red curve shows a lower bound on the expected value of the
efficiency for the iterative sifting protocol as a function of n=k. For the LCA sifting protocol, an optimization over the additional
parameterm has beenmade for each value of n=k.
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where ( )r QAB l is the same state as r QA Bl l l, but with the registers reordered in the obvious way, andwhere

( ) ⨂( ) ( )  JP = Ä ¢ ÄJ J J
=

+ +s t, , . 25
i

l

s t
1

2 2i i i i i

With the state r QA Bl l l associatedwith a sifting protocol at hand, it is easy to define the randomvariable Lkey

associatedwith the protocol. The relevant probability space is the discrete probability space ( )W ¢Q ¢QP,ZZ ZZ ,
where W ¢QZZ is the sample space

{ } { } { } ( )W = ´ ´¢Q 0, 1 0, 1 0, 1 26ZZ
l l

k
l

andwhere ¢QP ZZ is the probabilitymass function

[ ]

( ) ⨂ ⨂ ⨂ ( )   J r

W 

¢ Ä ¢ Ä J

¢Q ¢Q

= =
¢

=
Q

⎛
⎝⎜

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎞
⎠
⎟⎟

P

z z

: 0, 1

, , tr . 27

ZZ ZZ

z z
i

l

A B
i 1

l

i 1

l

1
i i i l l l

The probabilitymass function ¢QP ZZ corresponds to aGedankenexperiment in whichAlice and Bobmeasure all
qubits in theZ-basis.

Nowwe are able to formally say what the randomvariable Lkey of a sifting protocol is. Let r QA Bl l l be the state
associatedwith the sifting protocol, let ( )W ¢Q ¢QP,ZZ ZZ be the probability space as in equations (26) and (27).
Then Lkey is the randomvariable

[ ]

( ) ( )( ) ( ) åJ J

L W 

¢ - Å ¢

¢Q

=

z z
n

z z

: 0, 1

, ,
1

1 , 28

ZZ

i

N

i

key

1

which is the key bit error rate. Analogously, we have the test bit error rate

[ ]

( ) ( ) ( ) åJ J

L W 

¢ Å ¢

¢Q

=

z z
k

z z

: 0, 1

, ,
1

. 29

ZZ

i

l

i

test

1

This allows us to formally define the tail probability ptail.We define it via the same formula as in (4), whichwe
repeat here for the reader’s convenience:

( ) [ ∣ ] ( ) m m= L L + Lp P q . 4tail key test test tol

The difference is that now, we have formally defined all the components of the equality. The following
proposition states the tail probability bound in a formal way.

Proposition 3 (Tail probability estimate). Let r QA Bl l l be a density-operator of a system QA Bl l l whereA andB are

qubit systems andQ is a classical system, let { } ,0 1 and { } ¢ ¢,0 1 be POVMs on the quantum systemsA andB,
respectively, let { } ,0 1 be the read-outmeasurement of the classical systemQ, let L L,key test be random variables
on the discrete probability space ( )W ¢Q ¢QP,ZZ ZZ as defined in equations (26)–(29) and let ptail be as in equation (4).
Let rA Bl l and rQl denote the according reduced states of r QA Bl l l and PΘ denote the accordingmarginal of ¢QP ZZ . If the
two conditions

( ) ( ) { } ( )J J J J= ¢ " ¢ ÎQ QP P , 0, 1 and 1k
l

( )r r r= ÄQ Q 2A B A Bl l l l l l

hold, then

( )
( ) ( )m

m-
+

p
p

exp 2
, 6

kn

l

k

k
tail

1
2

pass

where

[ ] ( )= Lp P q . 7pass test tol

Weprove proposition 3 in appendix E. The formulation of proposition 3 allows us to see the formal
requirements on a sifting protocol to lead to a correct PEwhen followed by SBPE: condition (1) is exactly the
statement that the sampling probability does not depend on the sample, i.e. the protocol leads to uniform
sampling. There is one thing thatwewant to point out here: while it is sufficient for the sampling probabilities to
be the inverse of the number of possible samples, i.e.
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( )
∣{ } ∣

{ } ( )J J= = " ÎQ

-
⎜ ⎟⎛
⎝

⎞
⎠P

l

k

1

0, 1
0, 1 , 30

k
l k

l
1

condition (1) is strictly weaker. In the case where there is a non-zero probability that the protocol aborts during
the sifting phase (as it is the case for LCA sifting), the sampling probabilities do not add up to 1 but rather to
- p1 abort, where pabort is the probability that the protocol aborts during the sifting phase.
Condition (2) is the formal statement of what itmeans for a protocol that the basis choice register is

uncorrelatedwith Alice’s and Bob’s qubits beforemeasuring. Proposition 3 states that if these two conditions are
satisfied, then the correlation test of the SBPE protocol leads to the right conclusion.Hence, these are the two
conditions that a sifting protocol needs to satisfy in order to be a good sifting protocol.

We point out that the digression to a classical probability space, equations (26)–(29) and (4), is amere change
of notation.However, the fact that it is possible to express proposition 3 in terms of a classical probability space
shows that this part of aQKD security analysis is purely classical.

7. Conclusion

In recent yearsQKDhas emerged as a commercial technology, with the prospect of globalQKDnetworks on the
horizon [19]. All QKD implementations havefinite size, and yet only recently hasfinite-key analysis approached
mathematical rigor [3–6, 8–11]. In this work, we showed that furthermodifications of the protocols and/or their
analysis are needed tomakefinite-key analysis rigorous.

We pointed out that sifting—a stage ofQKD that is often overlookedwith respect to security analysis—is
actually crucial for security. A carelessly designed sifting subroutine can jeopardize the security of an otherwise
reliable protocol.We found that iterative sifting, a sifting protocol that has both been proposed theoretically
[3, 4, 8, 9] and been implemented experimentally [12], violates two assumptions in the typical security analysis.
We showed how the violation of these assumptions can be exploited by an eavesdropper, leading to intercept-
resend attacks with unexpectedly low error rates (see figure 1).

We presented an alternative scheme, LCA sifting and SBPE, and proved that it solves the two problems.We
derived an expression for its abort probability and therefore provided everything that is needed for its future use
as a subroutine.We argued that this scheme ismore economical and efficient than some other other previously
proposed protocols, as it does not require an additional random seed for the sample and at the same time allows
for asymmetric basis choice probabilities. Aswe explained, the latter allows for a significantly higher sifting
efficiency [15].

We gave the precisemathematical formof the two assumptions that are needed for secure sifting in
equations (1) and (2). In doing so, we have provided a guide for the construction of future protocols: when
designing a sifting protocol, one just needs to check these two conditions in order tomake sure that the usual
analysis of the PE based on inequality(6) is correct and the protocol is secure. Thismay require amathematical
model for the state r QA Bl l l or for the probabilities of the output strings ( ) ( )J = =s,i i

l
i i

l
1 1 and ( ) =ti i

l
1 generated by the

sifting protocol. Suchmodels are rarely provided in the literature. In the case of iterative sifting, the absence of
such amodel to check the desired properties has led to awrong security analysis.

This points to a deeper problem inQKD security analysis: there is often a gap between the physical protocols
that are written down as instructions for Alice and Bob and themathematics of the security proof. This is not a
purely pedantic issue, but rather a very practical onewhich can be exploited by eavesdroppers. In the future, we
advocate that each step in the physical QKDprotocol be explicitlymathematicallymodeled. In particular, we
emphasize that sifting protocolsmust be proved to (rather than assumed to) satisfy the desired assumptions of
the analysis.We believe ourworkwill ultimately inspiremore complete security proofs offinite-sizeQKD.

Acknowledgments

Wewould like to thankMarco Tomamichel, David Elkouss and Jędrzej Kaniewski for insightful discussions. CP
and SWare funded by Singapore’sMOETier 3AGrantMOE2012-T3-1-009, and STW,Netherlands. PJC and
NL are supported by Industry Canada, SandiaNational Laboratories, NSERCDiscovery Grant, andOntario
Research Fund (ORF).

Appendix

Conventions
Wemake some notational conventions for the appendix (in addition to the ones wemade in section 2). For the
iterative sifting protocol as in protocol 1, we denote byNx the randomvariable of the number ofX-agreements,

16

New J. Phys. 18 (2016) 053001 CPfister et al



and analogously,Nz andNd are the randomvariables of the number ofZ-agreements and disagreements in the
loop phase, respectively.Wewrite events as logical statements of the randomvariables, e.g. Q =  N110 2x

is the event inwhich the protocol runswithmore than twoX-agreements and produces the output J = 110,
and its probability is given by [ ]Q = P N110 2x . In cases where all involved randomvariables havefixed
values, we occasionally write expressions in terms of probabilitymass functions instead of in terms of probability
weights of events (aswe have done it in themain article), e.g. wewrite

( ) ≔ [ ] ( )J JQ = = = =QP n n n P N n N n N n, , , , , , . 31N N N x z d x x z z d dx z d

In cases with inequalities, it is however shorter to use the event notation, e.g.

[ ] ( ) ( ) ( )¹ = +P A B P P0, 1 1, 0 . 32A B A B1 1 1 1 1 1

Wewill usewhatever notationwefindmore appropriate in each case.

AppendixA. Sampling probability calculation for iterative sifting

In this appendix, we prove proposition 1, i.e. we calculate the sampling probabilities ( )JQP for iterative sifting
with n=1 and k= 2 andfind ( ) =QP g110

z
2 and ( ) ( ) ( )= = -Q QP P g101 011 1 2

z
2 , where

=g pz z
2 ( )+p pz x

2 2 .

Proof of proposition 1.We first write out the sequence of equalities that lead to the claim.We explain each
equality below. The sequence of equalities looks as follows:

( ) ( ) ( )å å å=Q
=

¥

=

¥

=

¥

QP P n n n110 110, , , , A1
n n n

N N N x z d
1 2 0x z d

x z d

( ) ( )å å=
=

¥

=

¥

QP n n110, 1, , , A2
n n

N N N z d
2 0z d

x z d

( ) ( ) ( )å å=
+

=

¥

=

¥ ⎛
⎝⎜

⎞
⎠⎟p p p p

n n

n
2 , A3

n n
x z

k
x z

d z d

d2 0

2 2

z d

( )= =
+

g g
p

p p
, where . A4

z z
z

z x

2
2

2 2

Equation (A1) is just stating that QP is themarginal of QP N N Nx z d
. The ranges of the sums can be explained as

follows. The iterative sifting protocol always runs until there have been at least nX-agreements and at least k Z-
agreements. Therefore

( ) ( )q = < <QP n n n n n n k, , , 0 if or . A5N N N x z d x zx z d

In our case, n=1 and k= 2, hence the limits of the sums.
Equation (A2) follows from

( ) ( )=QP n n n n110, , , 0 for 2. A6N N N x z d xx z d

One can see (A6) as follows: if N 2x , then necessarilyNz= 2, because >  >N n N kx z is impossible in
iterative sifting (the loop phase of the protocol is terminated as soon as both quota aremet). Thismeans that
during the randomdiscarding, noZ-agreement gets discarded.Moreover, if N 2x , then the last round of the
loop phasemust be aZ-agreement. Since thisZ-agreement is not discarded, we have thatQmust necessarily end
in a 1 if N 2x , soQ = 110 is impossible in that case.

To seewhy equation (A3) holds, note that the event

( )Q =  =  =  =N N n N n110 1 A7x z z d d

consists of all runs of the protocol in which oneX-agreement, nz Z-agreements and nd disagreements occurred,
andwhere theX-agreement was the last round of the loop phase. This is because in every such run, one
necessarily ends upwithQ = 110, and ifQ = 110, then the last round of the loop phasemust be anX-

agreement. There are( )+n n
n

z d

d
such runs, and each of themhas the probability ( ) ( )p p p p2x z

n
x z

n2 2 z d, and

therefore

( ) ( ) ( ) ( )=
+

Q
⎛
⎝⎜

⎞
⎠⎟P n n

n n

n
p p p p110, 1, , 2 . A8N N N z d

z d

d
x z

n
x z

n2 2
x z d

z d
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This explains equation (A3). Finally, equation (A4) is just an evaluation of the expression in the line above. This
shows ( ) =QP g110

z
2.

It remains to be shown that ( ) ( ) ( )= = -Q QP P g101 011 1 2
z
2 . In analogy to the above, it holds that

( ) ( ) ( )å å å=Q
=

¥

=

¥

=

¥

QP P n n n101 101, , , , A9
n n n

N N N x z d
1 2 0x z d

x z d

( ) ( )å å=
=

¥

=

¥

QP n n101, , 2, . A10
n n

N N N x d
2 0x d

x z d

Equation (A9) is, in analogy to equation (A1), stating that QP is themarginal of QP N N Nx z d
, and the same

argumentation for the limits of the sums applies. Equation (A10) is explained by a similar reasoning as for
equation (A2): it follows from

( ) ( )=QP n n n n101, , , 0 for 3. A11N N N x z d zx z d

For equation (A11), note that if N 3z , thenNx=1 because >  >N n N kx z is impossible in iterative sifting.
Thus, noX-agreement gets discarded.Moreover, if N 3z , then the last round of the loop phasemust be anX-
agreement. Since thisX-agreement is not discarded,Q necessarily ends in a 0 if N 3z , soQ = 101 is
impossible in this case.

Analogously, it holds that

( ) ( ) ( )å å å=Q
=

¥

=

¥

=

¥

QP P n n n011 011, , , , A12
n n n

N N N x z d
1 2 0x z d

x z d

( ) ( )å å=
=

¥

=

¥

QP n n011, , 2, . A13
n n

N N N x d
2 0x d

x z d

The next step is to realize that for every n 2x and for every { }Î ¼n 0, 1, 2,d , it holds that

( ) ( ) ( )=Q QP n n P n n101, , 2, 011, , 2, . A14N N N x d N N N x dx z d x z d

This is because the event

( ) ( )Q = = = =N n N N n101, , 2, A15x x z d d

and the event

( ) ( )Q = = = =N n N N n011, , 2, A16x x z d d

consist of equallymany histories of the protocol, and each of these histories has the same probability.
Equations (A10), (A13) and (A14) imply ( ) ( )=Q QP P101 011 . Since ( ) ( ) ( )+ + =Q Q QP P P011 101 110 1and

( ) =P g110
z
2, it holds that ( ) ( ) ( )= = -Q QP P g011 101 1 2

z
2 as claimed. ,

Appendix B. Error rate calculations for the attacks on iterative sifting

B.1. Attack that exploits non-uniform sampling
Here, we calculate the expected error rate for the attack on iterative siftingwhich exploits non-uniform
sampling, as explained in section 4.1.Wefirst recall the relevant conventions thatwemade in themain
article. The iterative sifting protocol is described in protocol 1. Eve performs an intercept-resend attack
during the loop phase of the protocol. In thefirst round, she attacks in theX-basis, and in all the other rounds
of the loop phase, she attacks in theZ-basis.We defined the error rate in equation (17) in themain article,
namely

( )å= Å
=

E
l

S T
1

. B1
i

l

i i
1

Moreover, recall that we assume that theX- andZ-basis is the same for Alice, Bob and Eve, and that they are
mutually unbiased. This way, if Alice and Bobmeasure in the same basis, but Evemeasures in the other basis,
then Eve introduces an error probability of 1/2 on this qubit.

The calculation of á ñE for this attack goes as follows.Wefirstmake a split:

[ ] ∣ ( )å J Já ñ = Q = á Q = ñ
J

E P E B2

[ ] ∣ [ ] ∣ ( )     = Q = á Q = ñ + Q = á Q = ñ
D D

P E P E01 01 10 10 . B3

x z
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Wehave that

( [ ] ∣

[ ] ∣
[ ] ∣ ) ( )  

åD = Q =  =  = = á Q =  =  = = ñ

+ Q =  =  ¹ á Q =  =  ¹ ñ
+ Q =  =  = = á Q =  =  = = ñ

=

¥

P N n A B E N n A B

P N n A B E N n A B

P N n A B E N n A B

01 0 01 0

01 01

01 1 01 1 . B4

x
n

x x x x

x x x x

x x x x

1
1 1 1 1

1 1 1 1

1 1

0

1 1

x

The third summand on the right-hand side of equation (B4) vanishes becauseQ = 01 is impossible if Alice and
Bob have a z-agreement in thefirst round of the loop phase. The event

( )Q =  =  = =N n A B01 0 B5x x 1 1

consists of all histories of the protocol inwhichAlice and Bob have an x-agreement in thefirst round and nx X-
agreements in total. Infinitelymany such histories are possible because an arbitrary number of disagreements is
possible.We express the probability of the event(B5) as themarginal of the probability of the event

( )Q =  =  = =  =N n A B N n01 0 . B6x x d d1 1

The event(B6) consists of + +⎜ ⎟
⎛
⎝

⎞
⎠

n n
n

1x d

d
histories of the protocol, and each history has the probability

( ) ( )p p p p2x
n

z x z
n2 2x d. Therefore

[ ] [ ] ( )åQ =  =  = = = Q =  =  = =  =
=

¥

P N n A B P N n A B N n01 0 01 0 , B7x x
n

x x d d1 1
0

1 1

d

( ) ( ) ( )å=
+ -

=

¥ ⎛
⎝⎜

⎞
⎠⎟p p p p

n n

n
2

1
. B8

n
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n
z x z

n x d

d0

2 2

d

x d

Moreover, we have that

∣ ( )á Q =  =  = = ñ = -
⎛
⎝⎜

⎞
⎠⎟E N n A B

n
01 0

1

4
1

1
. B9x x

x
1 1

The validity of (B9) can be seen as follows. On the second bit of S andT, there is no error because it comes from a
round inwhich all parties havemeasured in theZ-basis. Hence, the left had side of (B9) is the probability of
getting an error on thefirst bit of S andT, divided by the total number of bits, 2. Hence, we need to determine the
error probability of thefirst bit. IfNx=1, then thefirst bit comes from thefirst round of the loop phase, in
whichAlice, Bob andEve havemeasured in theX-basis and hence, there is no error.However, forNx=nx, the
first bit of S andT is chosen at random fromone of the nxX-agreements. In only one of these nx rounds, Eve has
measured in theX-basis, and in -n 1x rounds, shemeasured in theZ-basis. Hence, the probability that Eve
measured in thewrong basis on thefirst bit of S andT is ( )-n n1x x , and therefore the error probability of the
first bit is · ( )-n n1 2 1x x . Thus

∣ · ( )á Q =  =  = = ñ =
-
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1
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x

Similarly, we get

[ ] ( ) ( ) ( )åQ =  =  ¹ =
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Taking equations (B8), (B9), (B12), (B13) together we get that
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In a similar way, we get
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Equations (B3), (B14), (B15) taken together result in

( ) ( )
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Figure 1 in themain article shows a plot of á ñE as in (B16) as a function of px. As one can see, á ñE achieves a
minimumof á ñ »E 22.8% for »p 0.73x .

B.2. Attack that exploits basis-information leak
Nowwe calculate the expected error rate of iterative sifting for the attackwhich exploits basis-information leak
as described in section 4.2. As before, let á ñE be the expected value of the error rate as defined in equation (17).
Again, we assume that theX- andZ-basis are the same for Alice, Bob and Eve and that they aremutually
unbiased. Recall the strategy of Eve’s intercept-resend attack: before the first round of the loop phase, Eveflips a
fair coin. Let F be the randomvariable of the coin flip outcome and let 0 and 1 be its possible values. If F=0,
then in thefirst round, Eve attacks in theX basis, and if F= 1, she attacks in theZ-basis. In the subsequent
rounds, she keeps attacking in that basis until Alice and Bobfirst reached a basis agreement. If it is anX-
agreement (equivalent toQ = 01), Eve attacks in theZ-basis in all remaining rounds, and if it is aZ-agreement
(equivalent toQ = 10), she attacks in theX-basis in all remaining rounds.

The calculation of á ñE goes as follows:

( ) ∣ ( ) ∣ ( )á ñ = á = ñ + á = ñE P E F P E F0 0 1 1 , B17F F

∣ ( )=á = ñE F 0 , B18

( ) ∣ ( ) ∣ ( )        = á =  Q = ñ + á =  Q = ñQ QP E F P E F01 0 01 10 0 10 . B19
1 2 1 2 1 4

Equality (B17) is just a decomposition of á ñE into conditional expectations. Equality (B18) follows from the fact
that the problem is symmetric under the exchange ofX andZ, i.e. under the exchange of 0 and 1. The only
quantity that is not trivial to calculate in equation (B19) is the expected value of the error rate, given that Evefirst
measures inX and that the first basis agreement is anX-agreement. It is calculated as follows:

∣ ∣ ( ∣ ) ( )∣
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( ) ( )= -
1

4
1 ln 2 , B23

where ln denotes the logarithm to base e. Therefore

( ) ( )á ñ = - +E
1

2

1

4
1 ln 2

1

2

1

4
, B24

( )=
-2 ln 2

8
, B25

( )» 16.3%. B26

B.3. Attack that exploits both problems
Herewe present the error rate induced by the intercept-resend attack presented in section 4.4, which exploits
both non-uniform sampling and basis information leak. Let us recall the attack strategy. In the first round of the
loop phase of the iterative sifting protocol, she attacks in theX-basis. She keeps doing that in subsequent rounds
until Alice and Bob announce a basis-agreement. If they announce anX-agreement, Eve attacks in theZ-basis in
all the following rounds. Otherwise, she keeps attacking in theX-basis.

The calculation of the error rate is similar to the calculations done in appendices B.1 andB.2.We only show
the result here:
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Aplot of (B27) is shown infigure 1 as a function of px. As one can see, the expected error rate has aminimumof
á ñ »E 15.8% for »p 0.57x . Hence, this combined attack on both problems performsmuch better than the one
on non-uniform sampling alone (with aminimal expected error rate of»22.8%, see section 4.1) and even better
than the attack on the basis information leak alone (with aminimal expected error rate of»16.3%, see
section 4.2).

AppendixC. Sampling and abort probability calculation for LCA sifting

In this appendix, we derive the general formof the probabillity distribution ( )JQP for LCA sifting (protocol 3) as
a function of the parameters n k m p, , , x and pz. This achieves two goals: firstly, it turns out that the sampling

probability ( )JQP is independent of the sample { }J Î 0, 1 k
l , which shows that the protocol samples uniformly.

Secondly, we calculate the abort probability ( )= ^Qp Pabort . This abort probability influences the key rate of
potential QKDprotocols that use this protocol as a subroutine, whichmakes pabort an important performance
parameter of the protocol.

We start by describing in appendix C.1 howwe think that proofs of sampling probabilities should be
formalized and how the general strategy of our proof looks like. In appendices C.2–C.4, we show the proofs and
finally derive QP .

C.1.Onprobabilisticmodels of the protocol
LCA sifting gives rise to a setΩ of histories of the protocol. This set can bemodeled as the set W = W ¢ QABYY STUV

of all tuples

( ) ( )w J= ¢a b y y s t u v, , , , , , , , , C1

where each entry varies over all its possible values. There arefinitelymany such histories, and each of them as a
probability associatedwith it. This can be expressedmore formally in the language of discrete probability
theory13 by saying thatΩ forms the sample space of a discrete probability space ( )W P, , onwhich a probability
mass function P is defined such that ( )wP is the probability of a historyω. Note that by choosing W = W ¼QAB ,
we also include impossible combinations of a b, ,K, J. For example, a historyω as in (C1)with u=v is not
possible, because u stands for theX-agreements chosen for the raw key and v stands for theZ-agreements chosen
for the sample, and the two cannot coincide. This is not a problem for ourmodel, because in this case, we simply
have ( )w =P 0.

In this probability theory language, the strings J¼a b, , , are values that randomvariables A B, ,K,Q can
take. Random variables aremaps from the sample spaceΩ to a set which is called the range or codomain of the
randomvariable. For example, the randomvariableA is amap

( ) ( )


w w
W A

A
:

, C2

where is the codomain ofA.We denote the codomains of randomvariables with calligraphic letters (except
for the randomvariableQ, whose codomainwe denote by ( )Qco ). According to the protocol, we have

{ } {( ) ∣ { } [ ]} ( ) = = Î " Î=a a m0, 1 0, 1 i . C3m
i i

m
i1

In the case wherewemodel

( ) ( )       W = W = ´ ´ ´ ¢ ´ ´ ´ ´ ´ Q¢ Q co , C4ABYY STUV

the randomvariables are simply the (set-theoretic) projections on the respective components, e.g.

( )
( ) ( )
  

J
W = ´ ´¼´ Q 

¼
A

a b a

: co ,

, , , . C5

13
By discrete probability theory, wemean probability theorywith a discrete sample spaceΩ, i.e. whereΩ isfinite or countably infinite.
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Then, the probability PA(a) thatA= a is given by

[ ]
( )

( ) ( )
( )

( )




å

å

w

J



= ¼
w

J

Î

¼
¼Q

-

P

a P

P a b

: 0, 1

, , , , C6

A

A a

b y
AB

, , ,

1

wherewe havewritten = ¼QP PAB . This is because in the case where W = W ¼Q P,AB is simply the joint
probability distribution of the randomvariables A B, ,K,Q.

Setting ( ) ( )W = W ¼Q ¼QP P, ,AB AB is sufficient to describe the probabilities of the random variables A B, ,
K,Q and functions thereof. For our purposes, however, this description is overloaded.We do not need to
incorporate all the randomvariables A B, ,K,Q inΩ andP. One reason is that some of the randomvariables are
completely determined by some of the other randomvariables. For example, the string s of Alice’s sifted
measurement outcomes is completely determined byAlice’smeasurement outcomes a and the subsets u and v.
In the probability theory language, this is expressed as the fact that the random variable S is a function of the
randomvariablesA,U andV,

( ) ( )ºS S A U V, , , C7

ormore precisely

( ) ( ) ( )
   ´ ´ S

a u v S a u v
:

, , , , C8

and its probability distribution is given by

( ) ( ) ( )
( ) ( )

å=
Î -

P s P a u v, , , C9S
a u v S s

AUV
, , 1

( ) ( )
( ◦ ) ( )

å w=
wÎ ´ ´ -

P . C10
S A U V s1

There aremore such dependencies in our list of randomvariables:

( ) ( )ºT T B U V, , , C11

( ) ( )Q º Q U V, . C12

Hence, setting

( ) ( ) ( )W = W ¢ ¢P P, , C13ABYY UV ABYY UV

and using the dependencies (C7), (C11) and (C12) leads to an equally powerful description, butwith a smaller
probability space.

For our purposes, the space (C13) is still overloaded.We are only interested in the distribution QP ofQ.
According to (C12), the relevant probability space is ( )W P,UV UV , andQ is a randomvariable

( )
( ) ( ) ( )
 

J
Q W = ´  Q

u v u v
: co ,

, , . C14
UV

Then, QP is given by

( ) [ ]
( ) ( )

( ) ( )
 åJ

Q 

J

Q

ÎQ-

P

P u v

: co 0, 1

, . C15
u v

UV
, 1

It is difficult towrite down the probabilitymass function PUV directly. Instead, wewill derive the probability
mass function PABUV on the sample space WABUV , and arrive at the probability distribution PUV via
marginalization ofPABUV:

( ) ( ) ( )
( )  
å=
Î ´

P u v P a b u v, , , , . C16UV
a b

ABUV
,

Hence, the relevant probability space for our proof of uniform sampling of LCA sifting is the probability
space ( )W P,ABUV ABUV .

C.2. Formalization of ( )W P,ABUV ABUV

According towhatwe said in the last subsection, the probability space that is relevant for our proof of uniform
sampling of LCA sifting is the space ( )W P,ABUV ABUV , which describes the probabilities of the basis choice strings
a and b of Alice andBob, aswell as the choices u and v of the rounds that are used for the raw key and for PE,
respectively.We are going to formalize this space in this subsection.
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We start by determining the sample space

( )   W = ´ ´ ´ . C17ABUV

In the loop phase of the protocol, Alice and Bob generate basis choice strings
( ) { } ( ) { }= Î = Î= =a a b b0, 1 , 0, 1i i

m m
i i

m m
1 1 . This happens in every run, nomatter whether Alice and Bob

abort the protocol in the final phase.Hence

{ } ( ) = = 0, 1 . C18m

In thefinal phase of the protocol, Alice and Bob do a quota check, inwhich they determine the rounds inwhich
bothmeasured in theX-basis (X-agreement) the rounds inwhich bothmeasured in theZ-basis (Z-agreements).
In the case where they had less than nX-agreements or less than k Z-agreements, they abort. In this case, Alice
and Bob do not choose subsets u and v of theirX- andZ-agreements, respectively.Wemodel this by saying that
in this case, = = ^u v , where⊥ is just a symbol indicating that Alice and Bob abort. In the casewhere the
quota check of the protocol is successful, Alice and Bob choose random subsets ( )Íu u m of size n and

( )Ív v m of size k.We represent these subets by bit strings { } { }Î Îu v0, 1 , 0, 1n
m

k
m, where

{ } ( ) { }

{ } ( ) { } ( )

å

å

= Î =

= Î =

=
=

=
=
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⎪

⎪

⎪

⎪
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⎪

⎪

⎧
⎨
⎩

⎫
⎬
⎭

⎧
⎨
⎩

⎫
⎬
⎭

u u n

v v k

0, 1 0, 1 ,

0, 1 0, 1 . C19

n
m

i i
m m

i

m

i

k
m

i i
m m

i

m

i

1
1

1
1

They are to be interpreted as follows: for { }Îu 0, 1 n
m and [ ]Îi m , ui= 1means that i is contained in the subset

( )Íu u m , and ui= 0means that i is not contained, and likewise for { }Îv 0, 1 k
m. The requirement that the

subsets u and v have size n and k translates into the conditions that the string components sumup to n and k,
respectively. Taking the two possibilities (the protocol aborts or the quota check is successful) together, we have
that

{ } { } ( ) È= ^0, 1 , C20n
m

{ } { } ( ) È= ^0, 1 , C21k
m

and hence

{ } { } ({ } { }) ({ } { }) ( )    È ÈW = ´ ´ ´ = ´ ´ ^ ´ ^0, 1 0, 1 0, 1 0, 1 . C22ABUV
m m

n
m

k
m

This is the sample space of the probability space ( )W P,ABUV ABUV that we are looking for.
Next, we determine the probabilitymass function PABUV.We canwrite

( ) ( ) ( ∣ ) ( )∣=P a b u v P a b P u v a b, , , , , , , C23ABUV AB UV AB

where ( ∣ )P u v a b, ,UV AB is the probability thatU= u andV= v, conditioned onA= a andB= b. The probability
distribution ( )P a b,AB is easily determined. Each bit [ ]Îa b i m, ,i i is generated independently at randomand
takes the value 0with probability px and the value 1with probability pz. Hence

( ) ( ) ( )  " Î ´ =
=

- -a b P a b p p p p, : , , C24AB
i

m

x
a

z
a

x
b

z
b

1

1 1i i i i

( )∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣= - -p p p p , C25
x
m a

z
a

x
m b

z
b

( )∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣= - - +p p , C26
x

m a b
z
a b2

where for a string { }Îa 0, 1 m, wewrite

∣ ∣ ≔ ( )å
=

a a . C27
i

m

i
1

The conditional probability distribution PUV AB is a bitmore tricky towrite down.What is crucial for this
conditional probability is whether the strings a and b have at least nX-agreements and at least k Z-agreements.
Wewant to give this condition a formula as follows. Imagine Alice and Bobwant to count theirX- andZ-
agreements. To do so, they canfirst determine the string a b, given by

≔ ( ) ( ) =a b a b . C28i i i
m

1

The ith entry a bi i of a b is 1 if the corresponding bits ai and bi are both 1, i.e. if they had aZ-agreement, and 0
otherwise. Hence, to count theirZ-agreements, they can sumup the components of a b:

‐ ∣ ∣ ( )å= = 
=

Z a b a bnumber of agreements . C29
i

m

i i
1

23

New J. Phys. 18 (2016) 053001 CPfister et al



Therefore, the condition that Alice and Bob had at least k Z-agreements can be expressed as

∣ ∣ ( )a b k. C30

Likewise, the condition that they had at least nX-agreements can bewritten as

∣ ∣ ( )a b n, C31

where for a string { }Îa 0, 1 m, wewrite

( ) { } ( )= - Î=a a1 0, 1 . C32i i
m m

1

Taken together, the quota check condition reads

∣ ∣ ∣ ∣ ( )  a b n a b kand . C33

In the case where condition (C33) is not satisfied, Alice and Bob abort, and therefore itmust be that
( ) ( )= ^ ^u v, , .We canwrite this as

( ) { } { } (∣ ∣ ∣ ∣ )
( ∣ ) ( ) ( )∣ c

" Î ´  <  <
= = = ^

a b a b k a b n

P u v a b u v

, 0, 1 0, 1 such that or :

, , , C34

m m

UV AB

whereχ is the indicator function, which evaluates to 1 if its argument is true andwhich evaluates to 0 if its
argument is false.

For ( ) { } { }Î ´a b, 0, 1 0, 1m m such that condition (C33) is satisfied, the conditional probability PUV AB is
a littlemore difficult towrite down. In that case, both = ^u and = ^v are impossible.Moreover, only those

{ }Îu 0, 1 n
m are possible which are subsets of Alice and Bob’sX-agreements, i.e. which satisfy

⟹ [ ] ( )= = = " Îu a b i m1 0 . C35i i i

Note that

( ) { } { } { }
( ⟹ ) ⟺ ∣ ∣ ( )

" Î ´ ´

= = =   =

a b u

u a b a b u n

, , 0, 1 0, 1 0, 1 :

1 0 . C36

m m
n
m

i i i

Hence, the condition that u is a subset of theX-agreements simply reads

∣ ∣ ( )  =a b u n, C37

and likewise, the condition that v is a subset of theZ-agreements reads

∣ ∣ ( )  =a b v k. C38

Hence, in the case where (C33)holds, only those ( ) { } { }Î ´u v, 0, 1 0, 1n
m

k
m are possible for which

∣ ∣ ∣ ∣ ( )  =   =a b u n a b v kand . C39

Wecan combine the two conditions in a single formula:

( ) { } { } { } { } ( )" Î ´ ´ ´a b u v, , , 0, 1 0, 1 0, 1 0, 1 : C40m m
n
m

k
m

(∣ ∣ ∣ ∣ ) ⟺ ∣ ∣ ∣ ∣ ( )  =   =   +   =a b u n a b v k a b u a b v land , C41

where ≔ +l n k. If this condition is satisfied, then the pair u is a subset of theX-agreements. Since the number
ofX-agreements is given by ∣ ∣a b , we have that

‐ ∣ ∣ ( )=
⎛

⎝⎜
⎞
⎠⎟X n

a b

n
number of subsets of agreements of size . C42

Since Alice andBob are discarding surplus fully at random, each such subset is equally likely, and thus, has a

probability of ∣ ∣⎜ ⎟
⎛
⎝

⎞
⎠

a b
n

1 . Arguing similarly for v and noting that the choices of u and v are independent when

the quota condition is passed leads to

( ) { } { } ∣ ∣ ∣ ∣

( ∣ ) ( ∣ ∣ ∣ ∣ ) ∣ ∣ ∣ ∣ ( )∣

 

c

" Î ´  

= ¹ ^ ¹ ^   +   =
 - -

⎜ ⎟
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

a b a b k a b n

P u v a b u v a b u a b v l
a b

n

a b

k

, 0, 1 0, 1 such that and :

, , , , . C43

m m

UV AB

1 1

These two cases fully determine the conditional probability, i.e. (C34) and (C43) determine PUV AB for all
( ) { } { }Î ´a b, 0, 1 0, 1m m, namely:
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( ∣ )

( ) ∣ ∣ ∣ ∣
( ∣ ∣

∣ ∣ ) ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣
( )

∣

 

c

c
=

= = ^  <  <

¹ ^ ¹ ^  

+   =
   - -

⎜ ⎟

⎧

⎨
⎪⎪

⎩
⎪⎪

⎛
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⎞
⎠⎟

⎛
⎝

⎞
⎠

P u v a b

u v a b k a b n

u v a b u

a b v l
a b

n

a b

k

a b k a b n

, ,

if or

, ,

if and .
C44

UV AB

1 1

Wecanwrite this as

( ∣ ) (∣ ∣ ∣ ∣ ) ( ) ( )∣ c c=  <  < = = ^P u v a b a b k a b n u v, , or C45UV AB

(∣ ∣ ∣ ∣ ) ( ∣ ∣ ∣ ∣ )

∣ ∣ ∣ ∣

(∣ ∣ ∣ ∣ ) ( )

( ∣ ∣ ∣ ∣ ) ∣ ∣ ∣ ∣ ( )

 c c

c c

c

+   ¹ ^ ¹ ^   +   =

´
 

=  <  < = = ^

+ ¹ ^ ¹ ^   +   =
 

- -

- -

⎜ ⎟

⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

a b k a b n u v a b u a b v l

a b

n

a b

k

a b k a b n u v

u v a b u a b v l
a b

n

a b

k

and , ,

or

, , , C46

1 1

1 1

where the last equality follows form

∣ ∣ ∣ ∣ ⟹ ∣ ∣ ∣ ∣ ( ) ¹ ^ ¹ ^   +   =  u v a b u a b v l a b k a b n, , and . C47

Taking (C23), (C26) and (C46) together, we get

( ) ( (∣ ∣ ∣ ∣ ) ( )

( ∣ ∣ ∣ ∣ ) ∣ ∣ ∣ ∣ ( )

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ c c

c

=  <  < = = ^

+ ¹ ^ ¹ ^   +   =
 

- - +

- -
⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎞
⎠
⎟⎟

P a b u v p p a b k a b n u v

u v a b u a b v l
a b

n

a b

k

, , , or

, , . C48

ABUV x
m a b

z
a b2

1 1

This concludes our formalization of ( )W P,ABUV ABUV .

Definition 4.Wedefine the discrete probability space ( )W P,ABUV ABUV by equations (C22) and (C48).

C.3.Marginalization to ( )W P,UV UV

Definition 5.Wedefine the probability space ( )W P,UV UV by

≔ ({ } { }) ({ } { }) ( )  È ÈW ´ = ^ ´ ^0, 1 0, 1 , C49UV n
m

k
m

( ) ≔ ( ) ( )
 
å
Î ´

P u v P a b u v, , , , . C50UV
a b

ABUV
,

Proposition 6. It holds that

( ) ( )

( ∣ ∣ )

( )

( )

å å å å

å å

c

c

= = = ^ +
-

+ ¹ ^ ¹ ^  =
-
-
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-

´

=

-

=

-

= =
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=

-

=

-

- - + - - +
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⎛
⎝
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⎞
⎠
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⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

P u v u v
m

n

m n

n
p p

u v u v
m l

n n

m k n

n k

p p
n

n

n

k

, 2

, , 0

2 .

C51
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n

n

n

m n

n n

m

n

m n k

x

x

z

m n n
x
m n n

z
m n n

n n

m k

n k

m n

x

x

z

m n n
x
m n n

z
m n n x z

0

1

0 0

min , 1

1 1

x z

x

x z

x

x z x z x z

x z

x

x z x z x z

Proof.To show equation (C51), we need to show three things:

( ) ( )
{ }

å å å å^ ^ = +
-

=

-

=

-

= =

- -
- - + - - +

⎛
⎝
⎜⎜

⎞
⎠
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⎛
⎝⎜

⎞
⎠⎟
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⎞
⎠⎟P

m

n

m n

n
p p, 2 , iUV

n

n

n

m n

n n

m

n

m n k

x

x

z

m n n
x
m n n

z
m n n

0

1

0 0

min , 1

x z

x

x z

x

x z x z x z

( ) { } { }

( ) (∣ ∣ )

( )

å åc

" Î ´

=  =
-
-

- -
-=

-

=

-
- - + - - + ⎜ ⎟⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

u v

P u v u v
m l

n n

m k n

n k
p p

n

n

n

k

, 0, 1 0, 1 :

, 0 2 ,

ii

n
m

k
m

UV
n n

m k

n k

m n

x

x

z

m n n
x
m n n

z
m n n x z

x z

x

x z x z z z

( ) ({ } { } ) ({ } { }) ( ) ( )È" Î ^ ´ ´ ^ =u v P u v, 0, 1 0, 1 : , 0. iiik
m

n
m

UV
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We start with showing (i).We have that

( ) ( ) ( )
( )  
å^ ^ = ^ ^
Î ´

P P a b, , , , , C52UV
a b

ABUV
,

(∣ ∣ ∣ ∣ ) ( )
( )

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣

 
å c=  <  <
Î ´

- - +p p a b k a b nor , C53
a b

x
m a b

z
a b

,

2

( )
( )

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣å=
ÎG

- - +p p , C54
a b

x
m a b

z
a b

,

2

abort

where

{( ) { } { } ∣ ∣ ∣ ∣ ∣ } ( )G = Î ´  <  <a b a b k a b n, 0, 1 0, 1 or . C55m m
abort

Wecan partition Gabort as follows:

⨆ ( ) ( )
( )

G = G
Î

n n, , C56
n n I

x zabort
,x z abort

where the ‘square cup’ò stands for disjoint union (the union of disjoint sets) andwhere

{( ) { } { }∣ ( )} ( )= Î ¼ ´ ¼ + < <I n n m m n n m n n n k, 0, , 0, , , or , C57x z x z x zabort

( ) {( ) { } { } ∣ ∣ ∣ ∣ ∣ } ( )G = Î ´  =  =n n a b a b n a b n, , 0, 1 0, 1 , . C58x z
m m

x z

Hence

( ) ( )
( ) ( ) ( )

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣å å^ ^ =
Î ÎG

- - +P p p, C59UV
n n I a b n n

x
m a b

z
a b

, , ,

2

x z x zabort

The set ( )G n n,x z consists of all ( ) { } { }Î ´a b, 0, 1 0, 1m m with exactly nx X-agreements and exactly nz Z-
agreements. For these strings

( ) ( ) ( ) ( )∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣" Î G =- - + - -a b n n p p p p p p, , : , C60x z x
m a b

z
a b

x
n

z
n

x z
m n n2 2 2x z x z

( )= + - - +p p , C61
x
m n n

z
m n nx z z x

so equation (C59) simplifies to

( ) ∣ ( )∣ ( )
( )

å^ ^ = G
Î

+ - - +P n n p p, , . C62UV
n n I

x z x
m n n

z
m n n

,x z

x z z x

abort

The number ∣ ( )∣G n n,x z of elements of ( )G n n,x z is given by

∣ ( )∣ ( )G =
- - -

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟n n

m

n

m n

n
, 2 . C63x z

x

x

z

m n nx z

This can be seen as follows: ( )m
nx

is the number of possible distributions of the nx X-agreements over them

rounds, and ( )-m n
n

x

x
is the number of possible distributions of the nz Z-agreements over the remaining

-m nx rounds. For the roundswhere the strings have basis agreement, they are fully determined, but for i in the
remaining - -m n nx z rounds, we can have that either ai= 0 and bi= 1 for a basis disagreement or ai= 1 and
bi= 0. Thus, there are two possibilities for every disagreement, which explains the factor - -2m n nx z. Combining
equations (C62) and (C63) yields

( ) ( )
( )

å^ ^ =
-

Î
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⎝⎜

⎞
⎠⎟
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n n I x
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x
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z
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x z x z z x
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=
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x z

x

x z

x

x z x z x z

where the last equation follows from splitting up Iabort into the two respective sets. This shows (i).
We proceedwith showing (ii).We get from equation (C48) that

( ) { } { } ( )" Î ´u v, 0, 1 0, 1 : C66n
m

k
m

( ) ( ∣ ∣

∣ ∣ ) ∣ ∣ ∣ ∣ ( )

( ) { } { }
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∣ ∣ ∣ ∣ ( )
( ) ( )

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣å=
 

ÎF

- - +
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⎜ ⎟
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
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n

a b

k
, C68

a b u v
x

m a b
z
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2
1 1

where

( ) {( ) { } { } ∣∣ ∣ ∣ ∣ } ( )F = Î ´   +   =u v a b a b u a b v l, , 0, 1 0, 1 . C69m m

In analogy to thewaywe split up Gabort above, we now split up ( )F u v, :

( ) ⨆ ( ) ( )
( )

F = F
Î

u v u v n n, , , , , C70
n n I

x z
,x z pass

where

{( ) { } { }∣ } ( )  = Î ¼ ´ ¼ +I n n m m n n m n n n k, 0, , 0, , , , , C71x z x z x zpass

( ) {( ) { } { } ∣∣ ∣ ∣ ∣
∣ ∣ ∣ ∣ } ( )

F = Î ´   +  
=  =  =
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l a b n a b n
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, , . C72
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This gives us
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. C73

n
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n n I a b u v n n
x

m a b
z
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2
1 1

x z x zpass

Again, in analogy to our calculation of ( )P u v,UV , the sets ( )F u v n n, , ,x z are sets onwhich the summand in
equation (C73) is constant.More precisely, for every ( ) { } { }Î ´ ´a b u v I, , , 0, 1 0, 1m m

pass, it holds that

( ) ( ) ∣ ∣ ∣ ∣

( ) ( )

∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣" Î F
 

=

- - +
- -

- -

⎜ ⎟

⎜ ⎟⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

a b u v n n p p
a b

n

a b

k

p p p p
n

n

n

k

, , , , :

, C74

x z x
m a b

z
a b

x
n

z
n

x z
m n n x z

2
1 1
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⎞
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⎛
⎝

⎞
⎠p p
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k
. C75

x
m n n

z
m n n x zx z z z

This leads us to determining the size of ( )F u v n n, , ,x z . Inwords, this set contains all pairs
( ) { } { }Î ´a b, 0, 1 0, 1m m with nx X-agreements and nz Z-agreements such that nX-agreements are located
where ui= 1 and k Z-agreements are locatedwhere vi=1. The size of this set is

∣ ( )∣ (∣ ∣ ) ( )cF =  =
-
-

- -
-
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⎞
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, , , 0 2 . C76x z
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x
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This can be seen as follows. If ∣ ∣ ¹u v 0, there cannot be any ( ) { } { }Î ´a b, 0, 1 0, 1m m such that
∣ ∣ ∣ ∣  +   =a b u a b v l, and hence the setmust be empty in that case. This explains the factor

(∣ ∣ )c  =u v 0 . For those ( ) { } { }Î ´u v, 0, 1 0, 1n
m

k
m for which ∣ ∣ =u v 0, the strings

( ) ( )Î Fa b u v n n, , , ,x z are determined on + =n k l positions by u and v. On the remainingm−l rounds are
partitioned into -n nx rounds ofX-agreements, nz−k Z-agreements and - -m n nx z disagreements. There

are( )-
-

- -
-

⎛
⎝⎜

⎞
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m l
n n

m k n
n kx

x

z
such partitions. Finally, on each position of the - -m n nx z disagreements, we

have the two possibilities ( ) ( )=a b, 0, 1i i and ( ) ( )=a b, 1, 0i i , which contributes the factor - -2m n nx z. Taking
equations (C75) and (C76) together, we get
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This shows (ii).
The remaining case (iii) is easily shown. It follows directly from (C48), because

( ) ({ } { } ) ({ } { }) ( )
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È c
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This shows (iii) and therefore completes the proof. ,
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C.4. Formalization ofQ andderivation of QP
Wehave derived the probability space ( )W P,UV UV as demanded in appendix C.1.Nowwe are left to define the
randomvariable

( )

( ) ( ) ( ) {( ) { } { } ∣∣ ∣ } ( )

Q W  Q

Î Î ´  =
^

⎧⎨⎩u v
h u v u v u v u v

: co

,
, if , , 0, 1 0, 1 0 ,

otherwise.
C80
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n
m

k
m

and to derive an expression for

( ) [ ]
( ) ( )

( ) ( )
 åJ

Q 

J

Q

ÎQ-

P

P u v

: co 0, 1

, . C81
u v

UV
, 1

The range ( )Qco ofQ is given by

( ) { } { } ( )ÈQ = ^co 0, 1 , C82k
l

where an element of { }0, 1 k
l is a sifted basis choice string as in LCA sifting andwherewe set q = ^ in the case

where Alice andBob abort the protocol.
To derive the randomvariableQ, assume that Alice and Bob arrived at strings ( )  Î ´u v, . Howdo

these two strings determine the sifted basis choice string J? Let usfirst assume the case where
( ) { } { }Î ´u v, 0, 1 0, 1n

m
k
m such that ∣ ∣ =u v 0. The relevant set of indices in this case is the set of round

indices r for which ur=1 or vr=1:

( ) ≔ { { } ∣ } ( )a Î = =u v r u v, 0, 1 1 or 1 . C83m
r r

Note that ∣ ( )∣a = + =u v n k l, . For [ ]Îi l , we define

( ) ≔ ( ) ( )a au v u v, the ith element of , . C84i

With this notation at hand, we can determine J from u and v as follows: for [ ]Îi l , we have that J = 0i if

( ) =au 1u v,i
and J = 1i if ( ) =av 1u v,i

. (Note that for [ ]Îi l , it always holds either ( ) =au 1u v,i
or ( ) =av 1u v,i

, but
never both, so this is well-defined.)Wecanwrite this in terms of a helper function h as
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=
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⎧⎨⎩h u v
u

v
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0 if 1,

1 if 1.
C86i

u v

u v
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i

i

This determinesQ for all ( ) { } { }Î ´u v, 0, 1 0, 1n
m

k
m such that ∣ ∣ =u v 0. However, since these are the only

pairs (u, v) for which a sifted basis choice string { }J Î 0, 1 k
l is generated, we just letQ send all other pairs (u,v)

to⊥:

( )
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Thisway, pairs (u, v) aremapped to⊥which cannot occur in the protocol (e.g. ( )^ b, with { }Îb 0, 1 k
l ). This is

unproblematic, because for these pairs, ( ) =P u v, 0UV , so according to equation (C81), they do not contribute
to QP .

Definition 7.Wedefine the sifted basis choice string randomvariableQ on WUV by equation (C87). Its
associated probabilitymass function QP is given by (C81).

We are ready to state the result.

Proposition 8. For LCA sifting (protocol 3), we have that
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Beforewe prove proposition 8, let us point out its importance. Equation (C88) is the probability that the sifting
protocol aborts because Alice and Bob did not reach the quota on theX- andZ-agreements, and is therefore a
performance parameter of the protocol. Equation (C89) is the sampling probability for each { }J Î 0, 1 k

l . Since
(C89) is independent of { }J Î 0, 1 k

l , we get uniform sampling as a corollary of proposition 8.

Corollary.The combination of LCA sifting (protocol 3) and SBPE (protocol 2) samples uniformly. In other words, the
LCA sifting protocol satisfies

( ) ( ) { } ( )J J J J= ¢ " ¢ ÎQ QP P , 0, 1 . C90k
l

This proves proposition 2. It leads us to proposing the protocol as a secure alternative to the insecure iterative
sifting protocol.

Nowwe proceed to the proof of proposition 8.

Proof of proposition 8.We first show equation (C88). By definition, it holds that
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where the last equality follows formproposition 6. This shows equation (C88).
We proceedwith showing equation (C89).We have that
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For every { }J Î 0, 1 k
l , the set ( )J-h 1 is the set of all pairs ( ) { } { }Î ´u v, 0, 1 0, 1n

m
k
m such that the following

two properties are satisfied:

• ∣ ∣ =u v 0,

• for the set ( )a u v, as in equation (C84), it holds for every [ ]Îi m that ( ) =au 1u v,i
if J = 0i and ( ) =av 1u v,i

if J = 1i .

Nownote that the only thing thatmatters is the questionwhich = +l n k elements of [ ]m form the subset
( ) [ ]a Íu v m,i : for every subset [ ]a Í m of size l, there is exactly one pair (u, v)which satisfies the above two

properties such that ( )a a= u v,i . Hence, counting the elements of ( )J-h 1 is the same as counting the l-element
subsets of [ ]m , and therefore
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which is whatwewanted to show. ,

AppendixD. Efficiency calculation

Herewe compare the efficiencies of iterative sifting and LCA sifting. Recall from equation (22) that we define the
efficiency η of a sifting protocol as

( )h =
R

M
, D1

whereR is the randomvariable of the number of rounds that are kept after sifting andM is the randomvariable
of the total number of rounds performed in the loop phase of the protocol. The efficiency η depends on the
particular history of the protocol: different runs of the protocolmay have different efficiencies. Therefore, η is a
randomvariable. In the following,RI andMI denote the randomvariablesR andM for the iterative sifting
protocol, andRL andML denote the corresponding random variables for the LCAprotocol.Whereas in the case
of iterative sifting, the numberRI isfixed and the numberMI is a randomvariable, the opposite is true for the
LCA sifting protocol, where =M mL isfixed but butRL is a randomvariable. (Note that the LCA sifting protocol
may abort, inwhich caseRL= 0).

To compare the efficiencies of the two protocols, we calculate the expected value of η in each case.Wefirst do
this for the case of iterative sifting. Recall that A B,r r is the randomvariable of Alice’s and Bob’s basis choice in
round r, respectively, and thatNd is the number of basis disagreements. Thenwe have:
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For the case of the LCA sifting protocol, we have:
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The calculation of the expected efficiencies (D8) and (D14) requires a lot of computational power.Wewrote
programs that compute numerical lower bounds on há ñI and há ñL for the case where the probabilities are
symmetric ( = =p p 1 2x z ) andwhere the quotas coincide (n = k). A plot of these lower bounds is shown in
figure 3. In order to plot the lower bound on há ñL , a choice formhad to bemade for each value of n=k. Our
program choses anmwhich is likely tomaximize the expected efficiency for the given value of n=k. Note that
1/2, being the expected fraction of basis agreements, is an upper bound on the expected efficiencies. Hence,
figure 3 indicates that the difference in the expected efficiencies becomes insignificant for practically relevant
values of the block length n+k. Thismeans that replacing iterative sifting by LCA sifting is unlikely to have a
significant effect on the key rate of aQKDprotocol.

Appendix E. Proof of the sufficiency of the formal criteria

In this appendix, we prove that the two formal criteria for good sifting, (1) and (2), are sufficient for good sifting
in the sense that the relevant statistical inequality, (6), follows from these two conditions. In otherwords, we
prove proposition 3.

Proof of proposition 3.According to Bayes’ theorem,we have that
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Wedefine the total error rate Ltot as the random variable
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equation (E25) follows from equation (1). This implies

( )
( )

( )
( )( )

( )

å
å

s =
¢

¢
J

J

¢ ÎW ¢

¢ ÎW ¢

s

s

h l n j
P z z p

P z z p
, , ,

,

,
, E26

z z ZZ

z z ZZ
tot

, ,

, ,

j tot

tot

( )

( )
( )( )

( )

å
å

=
¢

¢
J

J

¢ ÎW ¢

¢ ÎW ¢

s

s

P z z

P z z

,

,
, E27

z z ZZ

z z ZZ

, ,

, ,

j tot

tot

( )

( )
( )

( )

( )

å

å

s s

=

¢ -
-

¢

¢ ÎG ¢

¢ ÎG ¢

s

s
⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠

P z z
j

l

n j

P z z
l

n

,

,

, E28
z z ZZ

z z ZZ

,
tot tot

,

tot

tot

( )s s
=

-
-

-
⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠j

l

n j

l

n
, E29tot tot

1

where
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Equation (E29)means that ( )sh l n j, , ,tot is a hypergeometric distribution.We are interested in the tail of this
distribution,

( ) ≔ ( ) ( )ås s
=

H l n d h l n j, , , , , , , E31
j d

n

tot tot

because according to equations (E16) and (E17),
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There are several well-known bounds on the tail of a hypergeometric distribution [24]. For our case, Serfling’s
bound is a suitable one [25]. The appropriate special case of Serfling’s bound for this case reads
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k
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1
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(Instead of Serfling’s bound, onemay useHoeffding’s bound [26]. That bound is weaker than Serfling’s bound in
this case, but it has the advantage that it has been formulated directly in terms of hypergeometric distributions
[27, 28], so these references are easier to understand in our context.) Inequalities (E32) and (E35) together imply
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pass

which completes the proof. ,
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