PHYSICAL REVIEW E 94, 022104 (2016)

Relative thermalization
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Locally thermal quantum systems may contradict traditional thermodynamics: heat can flow from a cold body
to a hotter one, if the two are highly entangled. We show that to recover thermodynamic laws, we must use a
stronger notion of thermalization: a system S is thermal relative to a reference R if S is both locally thermal
and uncorrelated with R. Considering a general quantum reference is particularly relevant for a thermodynamic
treatment of nanoscale quantum systems. We derive a technical condition for relative thermalization in terms of
conditional entropies. Established results on local thermalization, which implicitly assume a classical reference,

follow as special cases.
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I. MOTIVATION

The fundamental postulate of statistical physics is the
assumption that systems in contact with an environment
equilibrate to a thermal state of maximum entropy. Despite its
name, this equilibration is not a fundamental law of nature,
but rather an emerging characteristic of quantum systems
undergoing typical evolutions. More precisely, consider a
system S interacting with an environment E. The two systems
may be subject to a physical constraint, like energy conser-
vation. Our knowledge of that constraint is expressed by the
subspace 2 C § ® E of allowed states (for instance, 2 could
be an energy shell). A naive reading of the postulate could
be that Q2 equilibrates to the so-called microcanonical state,
o = 1q/|R2| (here, |2] denotes the dimension of Hilbert
space 2). This is the state that maximizes the entropy of
2; in other words, a state of maximal ignorance. However,
such equilibration is forbidden by the reversibility of time
evolution, if S ® E is treated as a closed system. For example,
an initially pure quantum state cannot evolve unitarily to a
more mixed state. Instead, we may look for local subsystem
thermalization: § might equilibrate to state 7y = Trg(mwg),
even though the global state of €2 is not equilibrated. In many
natural settings, for instance if the environment is large and the
Hamiltonian is fully interactive, local thermalization is typical,
in the sense that S will be approximately in state g for most
of the time [1-4]. If some extra conditions are satisfied (like
weak coupling between S and E), g approximates the familiar
Gibbs state [5]. Indeed, a small system S appears to thermalize
locally because typical evolutions leave it highly correlated
(entangled) with the environment, and so the reduced state of
S becomes very mixed|a thermal state. For reviews on quantum
thermalization, see [6,7].

But simply knowing that a system is thermalized does not
allow us to treat it as a heat bath towards any other system, as
the curious example of Fig. 1 illustrates. Consider two systems
H and C, each in a local thermal state (their reduced states
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are Gibbs states of different temperatures, my and m¢). If
we put the two systems in thermal contact, we would expect
heat to flow from the hotter bath, H, to the colder one, C.
However, if H and C are highly entangled, one can observe
an anomalous heat flow from C to H [8-10]. The clue to
understand this phenomenon is that H and C are not truly
heat baths relative to each other, because they are correlated.
Nevertheless, H can still act as a normal heat bath towards
a different reference system R, provided that they are not
initially correlated (popr = Ty @ PR).

Clausius’ formulation of the second law of thermodynamics
states that heat cannot flow from cold to hot bodies [11]. When
this law was originally proposed, there was no microscopic
model to suggest the possibility of correlations between such
systems. Even today, although we have quantum models for
these physical bodies, and quantum correlations have been
extensively studied, Clausius’ law is implicitly interpreted
as “whenever two systems in local thermal states are put
in contact, heat cannot flow from the colder system to the
hotter one.” This reading, however, cannot be correct, given
the violation brought about by anomalous heat flows. In order
to clarify its meaning, Clausius’ law could be reformulated
as “whenever two systems which are thermal relative to each
other are put in contact, heat will not flow from the colder
to the hotter body.” Let us formalize what we mean by this
relative thermalization.

Add to the previous setting a third quantum system, the
reference R. The global state is pqog. We say that S is
thermalized relative to the reference R if psg := Trg(por) =
s ® pr. Often we can only approximately estimate states, so
we may generalize this definition to say that S is -thermalized
relative to R if pgg is 8-close to the above state, according to
the trace distance,

I llosr — s ® prlli < 6.

Note in particular that the same system S may be thermalized
relative to a reference, but not another (see Fig. 2 for two
examples). This definition, stronger than the usual ones,
forces us to revisit the standard arguments that predict local

©2016 American Physical Society


http://dx.doi.org/10.1103/PhysRevE.94.022104

DEL RIO, HUTTER, RENNER, AND WEHNER

hot \( cold
mu S e

PHC = TH Q TC

hot \( cold
.

PHC entangled

FIG. 1. Anomalous heat flow. If two thermal bodies are put in
contact, heat normally flows from the hotter body to the colder one.
However, it could be that the two systems are correlated, while still
presenting local thermal states. If those correlations are strong enough
(for instance if they are highly entangled), heat may flow from the
colder to the hotter body. There is no contradiction with the second
law, if one formulates it in terms of relative thermalization, because
the two bodies are not thermal relative to each other.

thermalization: do they also lead to relative thermalization? In
other words, is relative thermalization a typical phenomenon
in nature, or an unattainable idealization? Our technical result
addresses this question, showing that if a system were to
thermalize locally, it is also very likely to thermalize relative
to a referencelunless that reference is very entangled with the
system and its environment.

II. RESULTS

Formally, we study conditions for relative thermalization
of S in the setting of Fig. 3(a). We want to know what kind
of initial states pqr and physical evolutions in €2 lead to the

environment

S: subsystem in contact with reference devices

FIG. 2. Local and relative thermalization. The same system S
may be thermalized relative to a reference R’ but not another,
R. For instance, imagine that R and R’ are the memories of
two observers who measured S. In the case of state psgpr =
el i1 Tre 1) {ile ® 1i)(i1x) ® 10){0lx', S is locally thermalized,
with ps = ms. Here, the observer with memory R’ measured a few
macroscopic parameters of S ® E, enough only to determine the
subspace 2; the reduced state of S ® R’ is precisely 7s ® pgr. A
second observer, with more precise measurement instruments, may
determine the exact state |i) of S ® E, and write it down on the
memory R. Although § is locally thermalized, S and R are classically
correlated. In a more critical example, suppose that the global state
is psrrr = Tre |W)(W]qr ® pgr/, where |¢) is entangled between 2
and R, [W)gr = |Q72 Y |i)q ® |i)z. Here again S is locally
thermalized, and also thermalized towards R’, but it is entangled
with R. This difference has actual physical consequences: in that
limit, a joint evolution of S and R’ will likely increase the entropy
of the reference R’, because 7 is a very mixed state. On the other
hand, no global evolution of S and R can increase the entanglement
between the two, and therefore the entropy of R|not the typical effect
of a thermal bath. In other words, S acts as a source of random noise
towards R’, but not towards R.
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FIG. 3. Setting and nature of our results. A system S ® E is
subject to a physical constraint 2. This system may be correlated
with a reference R, in an arbitrary global state por. We let pqog
evolve under a unitary Ug acting on €2, and then ask if § is
(approximately) thermalized relative to the reference R (a). We
derive an entropic condition on por and €2, (1), that guarantees
that most unitaries, according to the Haar measure, lead to relative
thermalization. This means that, under that condition, if all we know
about U, is that it is a unitary in €2, it is highly likely, from our
point of view, that Ug will thermalize S relative to R. Usually,
though, we know more about Ug, for instance, that it is induced
by a given local Hamiltonian. As the set of all unitaries in € is
full of operators that are unrelated to our physical setting (like
nonlocal evolutions, ruled out by our knowledge), it is desirable to
obtain similar probabilistic statements about smaller sets that still
contain Ug, like those generated by local interactions (b). This is
possible, because the decoupling approach [12—15] used to obtain
our results is very general, and can be applied to more physical
sets of unitaries, consisting of local two-body interactions [16—18],
or time-independent Hamiltonians [3,4,16,18-20]. See the Methods
Summary for further discussion.

thermalization of subsystem S relative to the reference R. We
show below that, if an entropic condition is satisfied, only an
exponentially small fraction of evolutions in €2 do not lead to
relative thermalization [Fig. 3(b)]. This formulation includes
the traditional case of a classical reference; in that special
case, we recover known results on local thermalization [1].
See Fig. 4 for an illustration of our results, applied to systems
of weakly interacting spins.
Theorem 1. Letpor be a quantum state in Q ® R, with
QC S®E,andlet mo = 1§ Lete,8 > 0.1f
H*™(QIR), 2 H'™*(S)x — H*(E)x, e)

then a unitary evolution Ug of p will typically lead to §-
thermalization of S relative to R.

More precisely, the fraction of unitary evolutions in €2 that
do not lead to é-thermalization, according to the Haar measure,
is exponentially small in 8> and in the dimension of Q.

Before we give a physical interpretation to the theorem,
let us introduce its protagonist: the smooth conditional
entropyH®(2|R),, which is a generalization of Boltzmann’s
entropy for single-shot quantum settings [21]. Smooth en-
tropy measures are widely used in the context of quantum
information processing; they measure our ignorance about the
exact state of 2, given access to side information stored in a
reference R, which may be correlated with Q in state pgg.
The smoothing parameter ¢ € [0,1] accounts for our error
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FIG. 4. Application to spin systems. Consider a system of N
weakly interacting spins, subject to the Hamiltonian H = Hy + V,
where Hy = J > 1M1l and V is a random nearest-neighbor
perturbation that conserves the total spin (with V| < |Hy|); this
system is also studied in the preprint version of Ref. [1]. We select oo N
of those spins to be our subsystem S, while the remaining (1 — o) N
spins are called the environment E. In addition, the spins of S ® E
may be correlated with a reference spin system R. We want to study
thermalization of § relative to R, for an arbitrary initial state psgg.
Note that the energy subspaces of S @ E are invariant under time
evolution ruled by H ; therefore we will look at states that lie in
one of these invariant subspaces. For mixtures and superpositions
over different subspaces, the results follow by linearity. Each energy
shell {€2;} is generated by states with a fixed number & of spins up,
Qp = span{|¥V)sg : Hy |W) = k J |W)}. The initial state is psg, with
pse € End(£2;) for some k. We apply the weaker condition for relative
thermalization, H*(2|R), > log, | S| — log, |2|. The dimension of §
is 24V, while || = (}). For large N, log,(}) ~ N h(k/N), where
h(p) = —p log, p — (1 — p)log,(1 — p) is the binary entropy of p.
We obtain the following result: if H*(2|R), > N[2a — h(k/N)],
then S will be §-thermalized relative to R after most evolutions.
Conversely, if H*(QIR), < —H'(E),, then no evolution in
leads to relative thermalization of S (Theorem 2; here H'(E), =
log, [Supp [HypergeometricDistribution[a N,k N, N]]]).

tolerancelthat is, our willingness to ignore highly unlikely
events, like the spontaneous repair of a shattered glass. In
many natural scenarios, we want ¢ to be small but nonzero
(see details in Appendix A). To give an idea of the values
that H* takes, consider the limit ¢ — 0. Then, H*(Q2|R), is
at most log, |2|, which is achieved for the decoupled state
Paor = Ta @ pr, is zero if pg is pure, and becomes negative
if  and R are entangled, with a minimum at — log, |€2| for
maximally entangled states.

We may now analyze the meaning of Theorem 1. The
right-hand side of (1), H'%(8)y — H*(E),, depends only
on the canonical state mg. That is, these entropies are
determined by the structure of the physical constraint €2, given
by factors like the Hamiltonian of S ® E and the relative
dimensions of those systems. In fact, the whole right-hand
side can be approximately replaced by 2log, |S| — log, |£2|
(see Corollary C.6 in Appendix C). On the left-hand side of (1),
we have H%(2|R) »» Which depends on the global initial state.
This term gives us an information-theoretical condition for
relative thermalization: if the reference is not highly correlated
with S ® E, then a typical evolution in €2 is likely to “sweep”
correlations with S to the environment, leaving S thermalized
relative to R.

PHYSICAL REVIEW E 94, 022104 (2016)

Sometimes, the reference is so correlated with S ® E
that no evolution in € can decouple S from it (intuitively,
the correlations cannot all be “moved” to the environment).
Theorem 2 characterizes states that can never achieve relative
thermalization.

Theorem 2. Letpgr be a quantum state in Q ® R, with
QC S®E,andlet mg = 1&. Let 8,6 > 0.If

H*(QIR), S —H'(E)x, 2

then no unitary evolution of p in €2 can lead to §-thermalization
of § relative to R.

Note that (2) is close to a converse of the direct bound (1),
in the thermodynamic limit of a large environment E and
small subsystem S, when it is reasonable to neglect a term of
the order log, |S|. In other words, the conditions for relative
thermalization are tight in this typical setting.

Technically, our results rely on decoupling [12-15] and
smooth entropy measures [21-23], tools that have been
recently developed in the field of quantum information theory,
and have powerful applications in quantum cryptography,
error correction, and thermodynamics [13,15,24]. Smooth
conditional entropies, which quantify the size of subsystems
likely to decouple from a reference, are defined in Appendix A
and further characterized in Appendix D. Decoupling is
introduced in Appendix B, and a technical and stronger version
of our results and proofs lie in Appendix C. In particular, we
show that for most unitaries Ug, the bound of Theorem 1 is
tight even when S is large compared to the environment.

III. DISCUSSION

Two factors make the study of relative thermalization
particularly relevant today. One is that, unlike previous ap-
proaches, it does not assume any classicality of the reference.
For classical references, we can describe the global state as
a quantum-classical density matrix, por = Y, px %) (x[z ®
pg- Crucially, this means that for each fixed value x in the
reference, we assign a “conditional” density matrix pg, to €.
We could then read the state |x) of the reference and study
local thermalization of a subsystem S for the initial state pg.
Clearly, if S thermalizes, it is also uncorrelated with R. In
fact, this is implicitly done in the current literature, when the
“initial knowledge” about €2 is mentioned [2]. However, we
cannot define these “conditional states” when the reference is
itself a quantum system, a more general and natural setting
than imposing classicality on the reference| R may be simply a
system that has interacted with €2, and became entangled with
it. In order to study the evolution of €2 with respect to R in
this general framework, we need to consider their joint density
matrix.

There is also a question of scale. Traditionally, thermo-
dynamics deals with large objects, and quantum correlations
between systems can be neglected. This is because most
degrees of freedom are irrelevant for the macroscopic behavior
of a system, or the performance of a heat engine: we are
only interested in the average energy of a gas or the position
of a piston, while correlations are typically encoded in finer
details of the particles’ wave functions. However, as modern
technologies miniaturize to the nanoscale, a comprehensive
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understanding of the thermodynamics of small quantum
systems is essential to identify and harness their power. As
the number of degrees of freedom decreases, correlations
become more likely to influence the relevant parameters of
an experiment, and can no longer be neglected.

For example, correlations between heat baths have been
shown to affect the performance of three-qubit heat en-
gines [25]. These engines only behave like traditional Carnot
machines if the baths involved are thermalized relative to each
other. Relative thermalization was also found to be crucial to
prove Landauer’s principle, which quantifies the work cost of
information-processing tasks in physical systems [24,26,27].
For Landauer’s bound to apply, it is necessary that the system of
interest be decoupled from a thermal bath|otherwise we could
exploit correlations with this “bath” to extract extra work.

Our results can be naturally applied to settings where
conservation laws demand that more than one quantity be
preserved [28-31], for example total energy and spin. In this
case, we simply take €2 to reflect those global constraints: for
example, it can be the subspace of fixed total quantities {(A;)};.
In the case where the preserved quantities are local (e.g.,
noninteracting particles with local Hamiltonian and spin), it
was shown that the microcanonical state wg locally looks like
a generalized Gibbs state, Tg o eXi Bidi with a different notion
of inverted temperature B; for each quantity [31]. These states
are also shown to be completely passive under the respective
conservation laws, and are therefore a generalization of the
usual Gibbs state [28-31]. Our results immediately give
conditions for typical relative thermalization towards the
generalized Gibbs state g.

A natural direction of research now is to approach other
aspects of relative thermalization [6,7]. An example is the
study of time scales for thermalization of systems with fixed
Hamiltonians [4,5], which can be generalized to a setting
with an explicit quantum reference. Another example is the
apparent thermalization of isolated quantum systems under
realistic observables [32,33]—there we may ask whether we
can distinguish the actual state of a system 2 from mg, after
a measurement, if in addition we hold a quantum reference
correlated with .

Thermalization results can be strengthened by restricting
the class of unitary evolutions to smaller sets, thereby exclud-
ing obviously unphysical, nonlocal evolutions [Fig. 3(b)]. One
option is given by random local circuits. These model systems
like a chain of atoms or a particle gas, where neighboring
particles undergo successive two-body unitary evolutions.
Local quantum circuits typically achieve decoupling after
an initial equilibration period [12,15,16,18-20,34]. Since our
results are based on decoupling, it is straightforward to apply
them to systems described by local interactions [15,19].
More generally, relative thermalization motivates the search
for restricted and physical classes of unitaries that achieve
decoupling.

We have seen that relative thermalization of physical
systems is necessary to apply traditional thermodynamics;
indeed it is the very foundation of resource theories for
quantum thermodynamics, used to derive concepts like the free
energy and the efficiency of heat engines. The next step is to
ask whether some thermodynamic statements can be recovered
from independence conditions that are strictly weaker than
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relative thermalization. These conditions may be studied under
general frameworks for resource theories [35].
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APPENDIX A: INTRODUCTION TO SMOOTH ENTROPY
MEASURES

A word on notation. We use S(A) to denote the set of density
matrices acting on Hilbert space A, i.e.,

S(A)={p €End(A):p >0,Trp =1},

where End(A) denotes endomorphisms on A. Similarly, the
set of subnormalized positive semidefinite operators (o > 0,
Tr p < 1)isdenoted by S<(A). Forinstance, pap € S(A ® B)
is the (possibly mixed) state of a bipartite quantum system,
consisting of subsystems A and B.

The identity operator on Hilbert space A is denoted by
14 € End(A), while the identity map acting on operators of A
is denoted by 7, € End (End(A)).

For simplicity, we use Uy - pasp
18] pas (U, ® 13].

Our results rely on decoupling [12-14], which is tightly
characterized by smooth entropies, a natural class of en-
tropies quantifying correlations between quantum systems in
single-shot settings. From this class, we choose a particular
conditional entropy, sometimes called the hypothesis-testing
entropy [21], to express our final results, and we use smooth
min- and max entropies [22,23,36-38] throughout the proofs.
In this section, we define and characterize these entropy
measures.

to denote [Ujs ®

1. Smooth min and max entropies

Most of our technical proofs use conditional smooth min
and max entropies [22,23,36-38]. These have convenient
properties, used to derive the final form of our results (for
example, duality; see (A15)). For a comprehensive discussion
of these entropies, their properties, and applications, we refer
to [23].

a. Purified distance

The purified distance [39] is used to smooth the min and
max entropies, and is defined for subnormalized states p,o €
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S<(A). Let us first recall the definition of fidelity,
F(p,0):= Vool

where || - ||} is the L| norm. The generalized fidelity is defined
for subnormalized states as

F(p,0):=F(p,0)+ /(1 —Trp)1 —Tro).

Note that if at least one of the two states is normalized,
we recover the usual fidelity. Finally, the purified distance
is defined in terms of the generalized fidelity,

d(p,0) :=+/1— F(p,0).

The purified distance is a metric, is invariant under purifica-
tions and extensions, and can only decrease under physical
operations and projections [39]. It relates to the trace distance
as [39]

(AL)

(A2)

(A3)

slp—oli+ 31 Trp = Tro| < d(p,o)

<Vlp—olli+[Trp—Trol.

The ¢ ball around a positive operator p € S<(A) is defined
as usually,

(A4)

Bf(p) :={p € S<(A) : d(p,0) < ¢&}.

b. Smooth min entropy

The conditional smooth min entropy H;; (A|B), can be
used to quantify the size of a subsystem of A that can be
decoupled from B [14]. In classical cryptography, it is applied
to privacy amplification, giving us the length of a secret key that
can be securely extracted from A such that it is inaccessible to
an adversary that controls system B. The nonsmooth version
of the min entropy is defined as

Hupin(A|B), := sup sup{r:27*1, ®op > pag}. (AS)
opeS(B) reR
In the particular case where the two systems are independent,
paB = pa ® pp, the min entropy is simply —log, ||04llco>
where || p4 |l 1S the maximum eigenvalue of p4.
Smoothing is made by optimizing the min entropy over a
small neighborhood of p, according to the purified distance,

H?. (A|B), := sup Hpyin(A|B);. (A6)
peBE(p)
The smoothness parameter ¢ > 0 is usually chosen to be small
but nonzero. In most contexts, it corresponds to a small error
probability.

¢. Smooth max entropy

The smooth conditional max entropy H?, (A|B), can be
used to quantify the number of bits necessary to reconstruct
the state of system A, given quantum side information B. In
thermodynamics, it characterizes the work cost of erasure of
A, given access to B [24]. In classical information theory, the
nonconditional max entropy quantifies the compression rate of
a random source A. The nonsmooth conditional max entropy
can be defined as

Huax(A|B), := sup log, F(pap,la ® 0p)’,
opeS(B)

(AT)
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where F is the fidelity [Eq. (A1)]. We smooth the max entropy
as we did with the min entropy,
(A8)

pe

HS (A|B), := -gyﬁp) Hinax(A|B);s.

2. Generalized smooth entropy

Our final results are expressed in terms of a generalized
smooth entropy, introduced in [21]. For ¢ > 0, it is defined as

H*(A|B), := =Dy (pasllla ® pp), (A9)

where Dy, is the hypothesis-testing relative entropy, defined
as

. 1
2~ Pulelio) . — —igf {Tr(Qo): 0< Q0 <1ATHQp) > ¢}
&
(A10)

This corresponds precisely to the setting of hypothesis testing:
we are given one of two states p and o at random, and we want
to distinguish them with a single measurement, trying to be
right on p with probability at least e. We start from the set of all
POVMs with two outcomes, {Q,1 — Q}: our guessing strategy
is to say that the state is p if we obtain Q and o if we obtain
1 — Q. First we restrict the set to those POVMs such that the
probability of guessing correctly p if the outcome is Q is at
least €. To further optimize our overall guessing probability,
we pick the POVM that minimizes the probability of obtaining
QO when measuring o.

Further operational interpretations of the generalized
smooth entropy come from its relation to the smooth min and
max entropies, given below. In short, for small ¢ it behaves
like the smooth min entropy, and for large ¢ it approximates
the smooth max entropy.

3. Basic properties

(a) Trivial bounds. For any state p,p, the three entropy
measures are lower bounded by — min {log, |A|, log, | B|}, and
upper bounded by log, |A].

(b) Examples. For ¢ — 0, all three smooth entropies are 0
if p4 is pure, log, |A| if pap = lT{‘]lA ® pp, and —log, |A| if
pap 1s maximally entangled.

(c) Pure bipartite states. The nonconditional versions of our
entropies only depend on the spectrum of the reduced state, so,
if pap is pure, we have H(A) = H®(B), H};,(A) = H; . (B)
and H;, (A) = H¢, (B) (by Schmidt decomposition).

(d) Conditioning on classical information. [23, Prop. 4.6]
For quantum-classical states of the form pagc = Y « Dk r’g 5 ®
|k) (k|c, the conditional min and max entropies have the form

Hmin(A|BC)p = — 10g2 (Z pkz—Hmin(AlB)zk), (A11)
k

Hynax(A|BC), = log, (Z PkZH"M(AB)Tk) (A12)
k

(e) Product states. The conditional entropy equals the
nonconditional entropy for product states,

HE(A|B) 005 = HS(A),,. (A13)
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Equation (A13) also applies to the smooth min and max
entropies.

(f) Data-processing inequality. The entropy of A condi-
tioned on B cannot decrease if information is locally processed
at B. Formally,

H(A|B), < H*(AIB)zasip), (Al4)

where [Z ® £](p) is the state obtained from p4 p after applying
a trace-preserving completely positive map £ on system B.
Smooth entropies are invariant under local unitaries Uy ® Up.
This relation also holds for the smooth min and max entropies.

4. Chain rules

The hypothesis-testing entropy satisfies a chain rule.
Lemma A.1 (Corollary 1 from [21]). Letpspc € End(A ®
B ® C) be an arbitrary normalized state, and €,¢’ > 0. Then,

HE+\/§(AB|C)p
€ + /8¢
B .

> H(A|BC), + H¢ (B|C),
— log,

Smooth entropies satisfy several chain rules, for different
combinations of min and max entropies [40]. Here we present
those needed for our proofs.

Lemma A.2 (LemmaA.7 from [14]). Lete > Oand &’,&¢” >
0. Then

mm(AlBC)P Hri;2£ e (AB|C)/0 mm(B|C)P
1
+ log, —————.
2 e

Lemma A.3 (Dual of Theorem 15 from [40]). Lete > 0 and
g, ¢” > 0. Then

H28+6 +2¢” (AlBC)p

max c(AB|C), — Hii (BIC),

Il'ldX mlIl

+3lo .
R Y s

Lemma A.4 (Theorem 14 from [40]). Lete > Oand&’,e” >
0. Then

HEF T (A|BC), > HE (AB|C), — Hiy (BIC),
21 !
— (0) _—
o e

Lemma A.5 (Dual of Lemma A.2). Lete > 0 and &’,&"” >
0. Then

' (A|BC), > HE#+¥(AB|C), —

max

Hio Hy(BIC),

1
—log, —————.
P e

5. Relations between the different smooth entropies
a. Duality between smooth min and max entropies

For any tripartite pure state pspc, we have [37,39]

nin(A|C)p = —Hy\ (A|B),. (AL5)

mm max
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b. Hypothesis-testing entropy interpolates between smooth min
and max entropies

(a) H® and Hlflm For small ¢, H® behaves approximately

like the smooth min entropy,

HE2(A|B), < HE(AIB), <

5 3
—1og2 ( ) + log, (

The lower bound comes from [21, Prop. 4.1]. The upper bound
is proved in Lemma D.8.

(b) H® and H;fwX [21, Prop. 8] For large &, the the
hypothesis-testing entropy behaves approximately like max

entropy,

H''VE(A|B),

2
). (A16)
— &

1
Hinax(A|B), + log, a” H'"“(A|B),. (A7)

There is also a known bound for the nonconditional smooth
max entropy,

H'™“(A), > HY* (A)p + log, (A18)

1
(1 -
¢. Smooth entropies and von Neumann entropy

For a bipartite quantum state p,p, the von Neumann
entropy of A conditioned on B is defined as H(A|B), =
H(AB), — H(B),, where H(X), = —Tr(ox log, ox) is the
usual (nonconditional) von Neumann entropy of ox. The
conditional von Neumann entropy is always bounded by the
smooth min and max entropies in the limit of small e [41],

hm Hrflm(A|B)p < H(A|B), < hm Hrfm(A|B)p. (A19)
In particular, if the smooth min and max entropies coincide,
they are automatically equal to the von Neumann entropy.
Asymptotic equipartition property. Smooth entropy mea-
sures converge to the von Neumann entropy in the limit
of many identical and independently distributed systems,
when the global state has the form pje:pen = 045%" [21,41].
Formally, for any 0 < ¢ < 1,
1 1
lim H (A®"|B®¥")yen = lim —H  (A®"|B®"),en

n—oo n—-oon

1
HE (A®"|B®") en

= lim in

n—o0

H(A|B)(,. (A20)

In information theory, this limit is applied to many
sequential uses of the same resources, or repetitions of an
experiment—which is why the von Neumann entropy is used
to characterize the success rate of information-processing
tasks. In thermodynamics, we do not always have the luxury
of arbitrarily repeating experiments (like letting a cup of
coffee thermalize several times), and are usually interested
in predictions for a single instance of an event (“what is the
probability that this cup of coffee cools down now?”). The
same limit emerges, however, in the treatment of large systems
made out of many uncorrelated subsystems, like an ideal gas.

APPENDIX B: DECOUPLING THEOREMS

Decoupling theorems [13—15] capture the idea that, given
two quantum systems A and R not perfectly correlated,
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most (random) subsystems of A up to a certain size are
decoupled from R. The maximal size of decoupled subsystems
depends on correlations between A and R, as measured by
conditional entropies. This result has powerful applications in
quantum cryptography, error correction, and thermodynam-
ics [13,15,24].

Theorem B.1 (Decoupling [adapted from Theorem 3.1
of [14]]). Letpar € S(A® R). Let T4_, p be a trace nonin-
creasing, completely positive map from End(A) to End(B).
Let t be the Choi-Jamiotkowski representation of 7,

T = [Za @ Tas, 5] W) (W]ara),

where |W) 44 = |A|7Y/? Zl.Al i) 4li) 4 is maximally entangled
between A’ and a virtual system A. Finally, let £,A,8 > 0.
If the entropic relation
1
Hyin(AIR)) + Hyio(A'|B): > 2log, A_ 126
holds, then the fraction (over the set of all unitaries {U 4 } acting
on A, according to the Haar measure) of unitaries such that

117 @ ZrI(Ua - par) — 13 @ prlli = A+6

is at most 2 ¢~ (141/16)8,

Note that §, A, and ¢ do not scale with the size of the
systems involved, whereas the entropies do.

The converse theorem gives us tightness of the bound above
for trace-preserving maps.

Theorem B.2 (Converse). Letpsr € S(AQ® R). Let Ty p
be a trace-preserving completely positive map from End(A) to
End(B). Let

Pea = [Tass g @ Tal(pan),

where paa is a purification of py = Trr(par) on a virtual
system A’. For any ¢’ > 0 and any ¢,¢” > 0, if

HZ\./25+6E”+2\/?+8"(A|R)p + H&”

min max

(A'|B); < —log, é
(BI)
then
I[7 ® Zr1(par) — T(pa) ® prll > e.

The following corollary is useful to compare the final state
with the canonical state.

Corollary B.3. In the setting of Theorem B.2, if condi-
tion (B1) holds, then

IIT ® Tr)(par) — T(04) ® prll > %

for any normalized density operator o4 on A.

Proof. First we use the fact that the trace distance cannot
decrease under trace-preserving completely positive maps, like
the partial trace, to show

117 ® Zr1(par) — T(04) ® prll
2 T (pa)—T (o)l
= 7(pa) ® pr — T(04) ® prll-

Using the triangle inequality for the trace distance, we obtain

e < |17 ® Irl(par) — T(pa) @ prll
< 7T ® Zrl(par) — T(04) @ prll

PHYSICAL REVIEW E 94, 022104 (2016)

+ 1 7(04) ® pr — T(pa) @ prll
<2 |I[7T @ Zrl(par) — T(04) ® prll.

APPENDIX C: DETAILED RESULTS AND PROOFS

1. Thermalization of typical subsystems

In this section we prove our main result on thermalization
after a random evolution (or thermalization of random sub-
systems), Theorem 1. The first step is to apply the decoupling
theorem (Theorem B.1), setting A = Q, B = S, and 7.5 =
TI'E.

Lemma C.1. Letpsgr € S(Q ® R), with 2 C S ® E. For
any & > 0, and any A > 0, if

HEW(QUR), + HEy(218): > —2log,(A — 128)  (C1)

min
holds, then, for any 6 > 0, the fraction of unitaries {Ugq} acting
on 2 such that

I Tre(Uq - por) — s @ prlli = A+ 6

is at most 2 eI/ 16)‘32, according to the Haar measure.

In the above, 15 = Trg(|V)(V|gq), for the maximally
entangled state |W) g q. Note that the reduced state in S is the
canonical state, tg = Tro Trg(|V) (Vg o) = 7s.

Now we are ready to state our main theorem in terms of
the smooth min and max- entropies. A final reformulation in
terms of H¢ follows (Corollary C.3).

Theorem C.2. Let psgr € S(R ® R), with QC SQ E.
For any €;,63 > 0, any ¢ > &, + €3, and any A > 0, if the
entropic relation

Hiin(SEIR)) + Hiio(E)x — Hip (S)z
1
> 2log,

(1 Yy Fa—— 83)2)(A —12¢))

holds, then, for any § > 0, the fraction of unitaries {Ugq} acting
on €2 such that

I Tre(Uq - por) — s @ prlli = A+ 6

is at most 2 e~(2//19%* "according to the Haar measure.

Proof. We start from Lemma C.1, and break down the
left-hand side of condition (C1). First off, we observe that
H:, (QIR), = H}, (SE|R),. We use the chain rule from
Lemma A.4 to bound the other entropy. Setting & = & + &, +
&3, we have

Hp = (Q18): > Hit (QS): — Hyio (S)-

min max

+2log, (1 —y/1—¢}).

Since |W)qsg is a pure state, we have that H® (Q'S), =

min
H? (E);. Condition (C1) becomes

Hyl TS (SEIR), + Hyto(E)r — Hi (S)x

min max

+2log, (1 —/1—¢}) > —2log,y(A — &1 — &5 — &3).

To clean up, we take &1 + &, + €3 — ¢;. [ |

We may now write this result in terms of the hypothesis-
testing entropy, and simplify the ¢ terms at the cost of little
generality.
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Corollary C.3. Let pspr € S(RQ® R), with QC SQ E.
Lete, A > 0.
If the entropic relation

H*(SE|R), + H*(E), — H'™*(S),
1
(1 —JT=2&) A —3628)

holds, then, for any § > 0, the fraction of unitaries {Ug} acting
on 2 such that

ITre(Uq - por) — s @ prlli = A +6

—(121/16)8>

1
log, —— (C2)

> 21
0g, l—¢

is at most 2 e , according to the Haar measure.

Proof. Starting from
H:\ (SE|R), + H:2.(E)y — H2 . (S)z

min min ]de
(1= V1= (e1 — &2 — e3)?)(A — 12¢1)
we use relations (A16) and (A18) to obtain

H?! (SE|R), > H'/*(SE|R),,

H

min

> 2log, C3)

(E)r = H/(E),,
1
_ _pgl-e?/2 -
Hin(S)n > —H'™*X(S)z +logs 7 7
Applying these bounds to (C3), we get
H*ASEIR), + HY (E)y — H'™/X(S),
1
(1= /1= (e1 — &2 — &3))(A — 12¢)
lo !
BT 52

> 2log,

To simplify, we consider the special case & = 5 = &, = 3.
This gives us

H*(SE|R), + H*/*(E)y — H'"/%(S),
1 | 1
— 10 —_—.
(I —Vi-)a-368  21-2/2

Finally, we take & = % to obtain the statement of the
corollary. ]

We may simplify it further by taking A = §.

Since we are usually interested in the limit of small ¢, it
might at first appear that the right-hand side of (C2) diverges
in that limit. However, the divergence is only logarithmic in
g, and does not depend on the size of the systems involved.
The entropic terms, on the other hand, grow with the size of
the systems. In the thermodynamic limit of large systems, the
logarithmic divergence is negligible.

> 2log,

2. Converse

The converse bound follows. A friendlier, if weaker, bound
can be found in Corollary C.5.

Theorem C.4 (Tightness). Letpspr € S(RQ®R), with Q C
SQE. Let 8,61, > 0and e3,64 > 0.

For readability, we set & = 2./8 + 3(ex + &3 + &4) + 61 +
& + &3+ &4.

PHYSICAL REVIEW E 94, 022104 (2016)

If

max

~ 1
HZ (QIR), + max [HEWE), — HE\(S)s] < —log, o

1

1—J1—g2

—3log, (C4)

then

| Tre(Uq - par) — s ® prll > 9,

for any unitary Ug acting on 2.
Proof. We start from Corollary B.3, setting A = 2, B = S,
T(-) = Trg(Ug-), and 04 = mq. This gives us the condition

E E 1
Hay " H02 Y5 F2(QIR), + HE2, (]S); < — logy —, (C5)
3

max 8_
which implies
€1
| Tre(Uq - par) — Tre(we) ® orll > =
Here, p = Uq - poq, Where pqq is a purification of pgq.

We will look for an upper bound for H22 (2']S);5, as we
might not know which unitary Ug was applied. We will use a
little of brute force, maximizing the conditional entropy over
all states o in S(€2), with purification oqq (this is stronger
than maximizing over all unitaries Ug). Also, in order to use
a chain rule, let us set &, = 2¢4 + &5 + 2&6. We have

2 2. 2 2
Hmiz;+85+ 86(9/|S)'6 < 0123(?2) Hmilz;-ﬁ-&s-'r S(,(Q/|S)O_QQ/

< max [HE (S — Hiu(S)o]

oeS(Q)
1
1—/1—¢2

= max [Hr‘;sax(E)(r - Hrgn(;n(S)”]

0eS(Q)
1
1—/1—¢}
Condition (C5) becomes

HZT/251 +6(2e4+e5+286)+2/63+ (264165 +2£5)(Q | R)p

min

+3log, [Lemma A.3]

+3 10g2 [O’SEQ/ pure].

+ max [HE W (E)o — HEL(S)o ]

ceS(Q max
1
27
1—,/1—¢

which we cannot hope to make much more readable without
losing generality (we do simplify it in the corollary ahead).
For now, let us just relabel

1
< —log, o 3log,

g —> 28, & — 8%, &4 —> &2, &5 —> 283, &g — &4,
to obtain the beauty
2(2/8+3(e2te3+eq) e +ert+es+
ngn (e2Fe3+ea)+e1+62+E3 84)(Q|R)p
2
+ 0125{1(?2) [Hmfli((E)G - fofin(s)"]

1

1—J1—&2

1
< —log, e 3log,
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In the following corollary we simplify some of the terms.
In particular, we neglect a term with the smooth min entropy
of §, for an optimal state. In the typical case where S is much
smaller than E, this is only a small loss.

Corollary C.5. Let pspr € S(RQ® R), with QC SQ E.

Let 8§ > 0 and let & > 4+/5. We define f(e,8) = 11—6(6 +e—
249+ 3¢ +45)%.
If
H'"¥(Q|R), + H'(E), < —log, f(i,a)
—3log, . élog2 (§) — log, ( 2 )
I—JT=fGo 2 A 1—+
(Co)
then

| Tre(Uq - par) — s ® prll > 0,

for any unitary Ug, acting on €.
Proof. We start from the condition of Theorem C.4,

2(2./6+3(sz+s3+s4 +£1+82+£3+84)(Q|R)
P

mm

+ max [Hp% (E)s — HEL(S)s]

0eS(Q) max min

1
1—1T—&2

We are looking for a simpler, tighter condition, i.e., an upper
bound to the left-hand side of the inequality and a lower bound
to the right-hand side.! First we neglect the term with the
nonconditional entropy of S, as

1
< —log, E — 3log,

max |H® (E
UES(Q)[ max (E)or =

Hpt(8)s] <

min maXeses(Q) max(E)U
Now we apply the upper bound for the max entropy given by
Lemma D.2,

max HS max H'Y(E), = max log, |supp o
max, i (E)o < max, (E)s = max, g, |supp ok|.

(&7))
Finally, we show that for all states o € S(2), it stands that
supp o C supp 7, and therefore (C7) is upper bounded by
H'(E),. For every o € S(Q), there exists a basis {|k)}, of Q
that diagonalizes it,

12

o =) pilk)ikle.
k

Since €2 is a subspace of S ® E, we can expand each element
|k)q in any basis of S ® E; in particular, we can choose a
product basis {|i)s ® |j)e}; ;, such that

Sk =1vk
iJ

i
5| |E]

Q_ZZCU

)s R 1) E,

'In other words, we start from an inequality like A < B, and search
for suitable A and B such that A < A and B < B. Therefore, A < B
implies the original condition A < B.

PHYSICAL REVIEW E 94, 022104 (2016)

We may now expand o in this basis,

1] IS| |E|
ag—ZkaZc,, ek ) 1 s ® 1) e
1] IS| |E|
76 =T 00 =2 pe ) 2ty (€)1l
Note that the canonical state is given by
1€2] 1
g = —Ik)(kl
12 IS |E]|
—ZMZZ% ) 0 ls @ 1) .
12 IS |E]|

1 "Ik,

SEINIHILICH

so clearly supp o C supp 7g.
Let us see where we stand. We may set €3 = g4 = 0, and

&1 = & =: &. Our condition becomes
4(/5+32 +&
o D@IR), + H (B < ~log, =
31 !
—3log, ————.
Y =

We may also bound the term with the smooth min entropy
using Eq. (A16). We set ¢ := 4(+/§ + 38 4 &), and have

2
H'"5(QIR), — Elogz (3> + log, (i)

This leaves us with the condition

min(©2[R)p <

mm

1
H'"™W(QIR), + H'(E); < —log, — —
I

510 3 lo 2
) 253 . 253 1—: )

Now we should make the dependence in § a little more explicit.
In order to keep the above expression only moderately foul, we
bound the logarithmic terms on the right-hand side. [We used
&% = (64 & — 24/9+ 3¢ + 43)* and applied the expansion
1—V1—=x2> " twice.] The new bound is

31o
5] 1

6+¢

H'W¥(QIR), + H'(E); < —4log,
a(2 —5)?

510 3 o 16
) 5] e 5] 1—¢ )

3. Dimension bounds

To give an intuitive idea of the magnitude of the entropic
terms in our results, we present a coarser version of our direct
bounds.

Corollary C.6. Let pspr € End(2 ® R) be a normalized
density operator, with 2 € S ® E. For any ¢ > 0, and any
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A > 0, if

1
HS(S2|R)p+10g2|Q|—210g2|S| > 2log, <8— (C8)

v28>
holds, then, for any § > 0, the fraction of unitaries {Ugq} acting
on 2 such that

LI TreUq - por) — s ® prlli =8

is at most 2 e~ (1€1/16)8* according to the Haar measure.

This corollary follows directly from Lemma C.1, combined
with Lemma D.3, and the relation between the smooth min
entropy and the hypothesis-testing entropy. We also set A = §.

APPENDIX D: EXTRA TECHNICAL RESULTS FOR
SMOOTH ENTROPIES

In order to present our physical results, we had to prove
some of the properties of smooth entropies stated in Ap-
pendix A. This appendix is a collection of technical lemmas,
mostly adaptations of similar results for other entropy mea-
sures. Please have no expectations of elegance or originality
as you read through.

The highlights of the appendix are Lemma D.7, where we
show that H* is continuous on the quantum state (in a way that
does not depend on the dimension of the quantum systems
involved; in other words, it is “smooth”), and Lemma D.8,
where we give a bound for H® in terms of the conditional
smooth min entropy.

1. A few more definitions
a. Hypothesis-testing relative entropy as a semi-definite program

We can write the hypothesis-testing relative entropy as a
semidefinite program (SDP) [21,42,43]. The primal and dual
SDPs for 27 2(llo) are

primal dual

o TrX
maximize ©— ——

minimize % Tr(Q o)
° €
subjectto Tr(Q p) > ¢, subjectto wp <o+ X,
0<0x<l1 X.pn = 0.
In the above, it is required that p and o be Hermitian operators.
Remember that the generalized conditional smooth entropy is
defined as H*(A|B), = —D®(pag!|lla ® pp).

b. Alternative smooth min entropy

H, is an alternative entropy measure similar to the smooth
min entropy, except that we do not optimize over the choice of

the marginal op [22],

I-Alxim(AlB)p = max sup{r:271, ® g = fas).

PaBEBE(P) ) eR

The optimization is made over the set of subnormalized states
that are e-close to p4 5, according to the purified distance.

2. A couple of trivial bounds for the smooth entropies

Lemma D.1. Let p € S(A). Then we have H'(A), =
log, [supp p|.

PHYSICAL REVIEW E 94, 022104 (2016)

Proof. To show that H'(A), < log, |supp p|, we look at
the primal program for H'(A),,

2H' A — minTr(Q4 1),

Tr(Qapa) 21, 0< Q4 < 14,

We take as a candidate the projector onto the support of p, O =
I1,. We have Tr(I1, p) = 1, so I1, is a feasible candidate for

the minimization. Therefore we have 2#' Ve < Tr(IT, 1) =

|supp pI.
Now we show that HI(A)p > log, |supp p|. The dual

program for the generalized smooth entropy H'!(A), is, in
the nonconditional case,

2H1(A)” =maxpu — Tr X,
up <1+X, wu,X=>0.
Let us take the candidate X = o — I1,. We have
I1+X=14pup—1II, = up,
so X is a feasible candidate for the dual SDP. This gives us
2H' (A, > pu—TrX =pu—Tr(up —1I1,)
= — uTrp+Tr(I1,) = [supp pl.

[ |
Lemma D.2. Let p € S(A). The nonconditional max en-
tropy is upper bounded as

Hyox(A), < H'(A),.

Proof. Letpy =", pr |k)(k|a, for some basis {|k)}; of
the support of p in A. We note that H}, (A), < Hrgax(A) o =
log, F(pa,14)%, and

[supp p|

Floada) = Te(yaa VIiD = Y. B/
k,l

|supp p|

+ . . . .
< Z PRt Pe [inequality of arithmetic
k.
and geometric means]
= [supppal-

Combining this
H'(A),.

The following lemma is used to bound our condition for
relative thermalization in terms of system dimensions (see
Appendix C 3).

Lemma D.3. Let psp € S(A ® B) be a quantum state with

a fully mixed marginal in A, ps4 = %. Then, for any ¢ > 0,

with Lemma D.1, we obtain H}, (A), <

H;. (A|B), > log, |A| —2log, |B|.

Proof. We start by going to the nonsmooth version of the
min entropy,

Ve > 0, Hyin(AlB)y = Humin(A|B),.
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It is convenient to formulate the min entropy as an SDP. The
primal SDP for 2~ Hmin(418) jg

minimize y

subjectto pap < ¥ 14 ® o,
op € S(B),
y 2 0.

2 . . .
We want to show that y = IBL i a feasible candidate for

TA|
the optimization problem, so that Hy,;,(A|B), > log, %. We
apply [23, Lemma A.2], which says that for positive operators
o € End(A ® B), itholds that p4p < |B| pa ® 1. This gives
us

) 1
pan < |Blpa®1ly =Bl ff® 1y = i 1o oo
—_—

=:0p

3. Three recycled lemmas

The following lemmas come from [41, Lemma 15]. We
need them to prove smoothness of H?, so we repeat them here
for completeness.

Lemma D.4. Let 0, A € S<(A). The operator

G = 01/2(0 + A)_l/2

is a contraction, i.e., G > 0 and ||G||e < 1. In particular,
conjugating any positive operator X with G can only decrease
the trace: Tr(G X G1) < Tr(X).

Proof. We conjugate the following with (o 4+ A)~!/2:
o<o+A,
(@ +A) oo+ A< (0 +A) o+ Ao + AT,
G'G < 1.
Now we use the fact that, for the operator norm, =
1Gllos® = IGTGloo < |I1]lec = 1. The second claim comes
from Tr(GXG') = Tr(X Gt G) < Tr(X 1). [ ]

Lemma D.5. Let psp € S(A® B), and op,Ap € S<(B),
such that pp < 05 + Ag. Let Gz = 0'/*(6 + A)~/2. Then,

loas — (14 ® Gg)pas(la ® Gl < 2/27Tr A.

Proof. First we work with the fidelity between the two
states, and later we relate it to the trace distance. Using
Uhlmann’s theorem, we bound the fidelity using a purification
of pap. Note that if | /) g4 p purifies pap, then (1g4 ® Gp)|V¥)
purifies (14 ® Gp)pap(l ® Gg), and in particular it purifies
GBpBGL. We have

F(pap,(1a ® Gp)pap(ls ® G))
> F(y),(1ra ® Gp)l¥)
= [(Y|(1ga ® Gp)|¥)]
= Tr ((1ga ® Gp)|¥) (Y]]

= |Tr(Gp pp)| [real and imaginary parts]
= VRIT(Gp pp)I* + Z[Tr(G 5 pp))°
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= RI[Tr(Gp pp)]
="Tr (3(Gp + Glp)ps).

From Lemma D.4 we know that G is a contraction. Note
that 3(G + G') is also a contraction, as [|3(G 4+ G)|l« <
31Gllos + 311G lloe < 1. We omit the subscript B in most of
the following. We have

1-%(%G+@m0

1
:ﬂfHB—?G+@ﬂm

>0
gﬂ(hB—%G+@4w+A0
:H@+A%€TMG+GWU+M]
=B@+m-%ﬂwmw+Ame+Aﬂ

—%ﬂﬂa+Ar”%”%a+An
=Tr(o + A) — Tr[o'*(o + A)V/?]
< Tr(o + A) — Tr(o)
= Tr(A),

S0 F(pap, (14 @ Gp)pap(lsa ® GE)) > 1 — Tr(A). From the
relation between trace distance and fidelity, we have

loas — (1a ® Gg)oas(la ® Gh)ll;

<21 = F(pas.(14 ® Gp)oas(ls ® Gl
<2V1—[1 = Tr(A)?
=2V1—1+42Tr(A) — Tr(A)?

< 2y2 Tr(A).

|
The following lemma is simply an adaptation of [23,
Lemma 5.2] for the alternative smooth min entropy. The proof
is identical.
Lemma D.6. Let p € S(A® B),e > 0. Then, there is an
embedding from A to A@ A and a normalized state p €
S[(A @ A) ® B] such that

H50(A1B), = Hmin(A ® A|B),,
with p € B?(p) (according to the purified distance), and |A| =
|'g 2"7;%"('4‘3)/31'
Proof. Let us choose the subnormalized state pap €

S<(A ® B) that achieves the maximum in the definition of
the entropy, i.e.,

A= A5, (AIB),,
Pap <277 14 ® ps.

Now we construct the direct sum space A @ A, where A is a
Hilbert space of dimension |A| > ¢ 2* In that space, we write
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a normalized extension of g,
1z _
ﬁZﬁAB@<(1_Trﬁ)ﬁ®ﬁB) e S[(A® A)® BI.

Note that pp x gg. We have

p= Pap @ (I—Trp)—f‘ ® Os
<27 1,®0s <e
Q7 14®p) @ ( 7 1 ® ,03)

=214 ®14) ® ps.

This tells us that A is a feasible candidate for the primal SDP
of the entropy of p, and therefore

Huin(A @ A|B); > & = H; (A|B),.

Now we show that p € B%(p), according to the purified
distance. It suffices to show that F(p,p) = F(p,p). The
fidelity is linear under direct sums, i.e., for two states o =
o1 ®oyand T = 1] D T2, We have

F(o,r) = IVo7lh = IVoryTlh + Vo2l

In our case, we have p = psp ® 045 and p = pap ® (1 —
Te )4 ® ). 50
F(p.p) = Iv/o/plli
= lV/pasv/ Pasll

+1v0ip < Tr,o)|A| ®,OB>||1

= F(p.p) +0,

which implies p € B°(p). Therefore we have, by definition of
the smooth entropy,

Huin(A ® A|B); < Hyyio(A|B),,
and the equality follows. |

4. Smoothness of the hypothesis-testing entropy and relation to
the smooth min entropy

The next lemma proves that the generalized smooth entropy
H? is actually “smooth,” i.e., if two states p and o are close
according to the trace distance, then their generalized smooth
entropies are also close.

Lemma D.7. Let pap,0ap € S(A® B) be two positive,
normalized density operators, such that ||pap — oapll1 < 6.
Then, for any ¢ > 0,

S+ 2426
H®(AIB), < H*P*YB(A|B), + log, %

Proof. This proof is made of two parts. First we will relate
H®(A|B),to—D®(pap — A'||14 ® op), where A’is apositive
operator with trace at most 24/25. Later we bound — D® (paB —
A'||14 ® o) in terms of HET+2YB(A|B), .

We have

log —oglli < llpas — oaglli <6,

PHYSICAL REVIEW E 94, 022104 (2016)

and therefore there exist positive operators A™ and A~ such

that

pB_GB:A+_A_7 A+»A_>Os
Tr(AJr), Tr(A7) < 6.
pp < op+ A'.

Consider the pair (i, X) that forms the optimal solution of
the dual SDP for H*(A|B),,

14 ® pp + Xup.

& X
2B = —Tr—.  ppap <

We can define the operator

1
G =o;(0p + AT,

We conjugate the feasibility condition for the dual program
with 14 ® G),

wpap <1a®pp+ Xap, w(A®G)pap (1®GH
<1a®Gpp G +(1®G)Xap(1l® G
On the right-hand side, we have
G ps G' < G (o5 + ATG!
— U;/Z(GB +A+)71/2(UB +A+)(UB +A+)71/20113/2
= 0p.

Note also that G is a contraction (see Lemma D.4), and
therefore Tr[(1 ® G)X45(1 ® GN] < Tr(Xap). On the left-
hand side, we apply Lemma D.5,

lpap — (1a @ Gp)pap(la ® GE)HI <2V2Tr At

= 3N pap— A <14 ®Gp)pap(ls ® GL),
A >0, Tr(A) < 2V2Tr A+ < 24/25.

This gives us

ly®op+(1®G)Xss(1®G).

=:X'>0

w(pap — A') <

The above inequality tells us that (u,X’) form a candidate
pair for the dual SDP of D?(psp — A’||14 ® o). Note that
pap — A’ is Hermitian (as both psp and A’ are positive
operators, and therefore Hermitian), so both primal and dual
SDPs for D®(pap — A'||14 ® op) are well defined. Since the
dual program is a maximization over all feasible pairs, we have

B Tr X’
£
 Tr(1® G)X45(1 ® G
£

—D#(pa—A"||1
2 (pag [114®0p) >

_ Tr(X4p)
&
— H(AIB),

This gives us the bound

— D*(pap — A'|l14 ® 0p) > H*(A|B),. (D1)

Now we just need to relate D(pap — A’||14 ® op) to the
smooth conditional entropy of o, H é’"'(A|B)(, (which, as we
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will see, might have a different smoothing parameter, ¢’). First
we observe that the operator psg — A’ is close to o,
(pas — A) —oaplli <8+ TrA

<8+2V2.

::6’

To shorten notation, it is convenient to define 8’ := § + 2+/26.
The trace distance gives us an upper bound for the proba-
bility of distinguishing two states by applying any POVM
{0,1- 0}

max | Tr(Q [pap — A'D —Tre(Q oap)l < 8'.  (D2)
0<0<1

We start by writing down the primal SDP for 28" (418),

minimize—a/ Tr(Q 14 ® o), subjectto  Tr(Q oap)
e

>e4+480< Q<L

We take the operator Q that achieves the minimum, and
show that Q is a feasible candidate for the primal SDP of
2~ D*(pas—AlI14®9%) Ty make that clear, let us first write this
SDP,

L 1
minimize - Tr(P 14 ® o),

subjectto  Tr(P [pap — A']) =

>¢
0<PLI.

bl

We may relate the feasibility conditions of the two SDPs
using inequality (D2), which gives us

Tr(Q [pas — A1) = Tr(Q oap) — &
>e+d -8 =e.

Therefore we can bound 2~ P (Pas=A'lIL4®98) ag
: , 1
2~ D(pap—A [1Ta®0p) < g Tr(Q 14 @ op)
1 Ny H Y (A|B
= —(e+ 827U,
e
Taking the logarithm and using 8’ = § + 2+/28, we obtain

H€+5+2m(A|B)g > —Dy(pap — A'|lla ® 0p)

&+ 8 +24/26
)
S+ 2+4/26
> H*(A|B), —log, L
)

]
where we used Eq. (D1) in the last step. In the following
lemma, we find a lower bound for H?¢ in terms of the smooth
min entropy. An upper bound is given in [21, Prop. 4.1].

Lemma D.8. Letp € S(A® B), and let ¢ €]0, %]. Then,

5 3 2
mm(AlB)/O HIII(A|B)P - 5 Ing <g> + 10g2 <Tg>

1
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f e

H (AlB)e Hsmm (MQ(,"" (765 (AGB)

‘s
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FIG. 5. Proof steps for Lemma D.8. We start from H; (A|B),
and bound it successively until we end up with the generalized smooth
entropy for the same state. Along the way we need to extend our state

p to a larger Hilbert space (below).

Proof. See Fig. 5 for a schematic representation of the
different steps of this proof.
From [44, Lemma 19] we have that

Vp € S(A ® B), Ve, e’ €10,1],

mln

min(A1B))
< HEFE(AIB), + log, i—i—; .
min 14 8/2 1—¢

Now we use Lemma D.6 to find a normalized state p €
B“"?'(p) in a larger Hilbert space (A & A) ® B that attains
the optimization. This gives us

e+e 2 1
mm(A|B)p X Hmln (A|B)p +10g2 87 + -

A _ 2 1
= Huin(AD A|B); + 1 — .
( (&) | )p + 0g, (5/2 + = 8)

It follows from the definition of I-Almin that [21, Prop. 4.1]

Ve’ €]0,1]: mm(AeaA|B)p < HY (A® A|B);,

which leaves us with

” - 2 1
Hy(AIB), < H* (A® A|B); +log, <? Tz s).

Now we only need to relate H “ADA | B) 5 back to the smooth
entropy of p. Since the two states p, p are normalized, we have
lle — Pl < 2(e + &’). We can use Lemma D.7 to obtain

HS”(A o) A|B)/3 < H€”+28+28’+4«/8+S/(A @ A|B)p

e +2e+2¢ +4e + ¢

+ log, v

Now we observe that p has no support on A, therefore, for any
smoothing factor & € [0,1],

H*(A® A|B), = H*(A|B),.
All in all, we have

(A|B)p < Hé‘ '+2e+2¢" +44/e+¢ (A|B)

Hllﬂ

&’ 4+ 2¢ +2&'+4/e+¢’ 2 1
+ log, ( + log, — T+ .
€

e 1—¢
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To clean up, we consider the special case ¢ = ¢’ = ¢”, which
gives us

min \/_

g (24
O —
2\ T1=¢)

42
H(A1B), < H¥MVZE(A|B), + log, <5 - —{)

PHYSICAL REVIEW E 94, 022104 (2016)

and finally we upper bound the additive terms and smoothing
factors with simpler terms (the factors were found numeri-
cally). We obtain
5 2
Hy(AIB), < H'F(A|B), - 2 log, (%) +log, <1—)
—¢
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