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When studying thermalization of quantum systems, it is typical to ask whether a system interacting with an environment will evolve towards a local thermal state. Here, we show that a more general and relevant question is “when does a system thermalize relative to a particular reference?” By relative thermalization we mean that, as well as being in a local thermal state, the system is uncorrelated with the reference. We argue that this is necessary in order to apply standard statistical mechanics to the study of the interaction between a thermalized system and a reference. We then derive a condition for relative thermalization of quantum systems interacting with an arbitrary environment. This condition has two components: the first is state-independent, reflecting the structure of invariant subspaces, like energy shells, and the relative sizes of system and environment; the second depends on the initial correlations between reference, system and environment, measured in terms of conditional entropies. Intuitively, a small system interacting with a large environment is likely to thermalize relative to a reference, but only if, initially, the reference was not highly correlated with the system and environment. Our statement makes this intuition precise, and we show that in many natural settings this thermalization condition is approximately tight. Established results on thermalization, which usually ignore the reference, follow as special cases of our statements.

I. THE CASE FOR RELATIVE THERMALIZATION

A. Subjectivity in thermodynamics

Thermodynamics was originally developed to study and improve the performance of steam engines: to turn the heat of a gas into work, as efficiently as possible. Today, it is also being applied to study heat and work flows in the micro and nano regimes. In fact, advances in the manipulation of small systems have allowed us to extract work from systems such as quantum dots and trapped ions [1, 2]. Yet, thermodynamics as a science is still adapting to this new regime, and it still bears some of the traits of the gaseous systems for which it was first designed. For example, the information available about the state of a gas used to be limited and objective: we would measure the temperature, pressure and volume of a gas, but we could not keep track of each individual particle. Crucially, all conceivable observers had access to the same information about the state of the system, and could manipulate it in equivalent ways—like letting a gas expand to obtain work. And yet, since very early on, several thought experiments have challenged the idea that thermodynamics should be objective. In 1871 James Maxwell realized that a “demon” able to measure the position and velocity of the particles of a gas could extract more work from it than the typical observer implicit in standard thermodynamics [3]. Picking up on Maxwell’s idea on the power of information, Leó Szilárd imagined a partitioned box with a single-particle gas on one side. Depending on their information on the location of the particle, two observers would extract different amounts of work from the very same box [4].

In spite of those examples, the idea that information about physical systems should be limited and objective became the core of a new discipline, statistical mechanics. Indeed, the fundamental postulate of statistical physics is the assumption that systems in contact with an environment equilibrate to a thermal state of maximum entropy, or ignorance. More precisely, the postulate states that, in equilibrium, an isolated system is equally likely to be in any of the microstates that satisfy a given constraint, usually energy conservation. Under certain reasonable conditions, this probabilistic mixture of microstates results in the familiar Gibbs state. It is implicit in this assumption that thermalization is independent of any external observer.

In recent years, there has been immense progress on the derivation of this postulate from first principles of quantum mechanics. Most studies to date focus on deriving conditions that lead to the local thermalization of a quantum system in contact with a large environment [5–9]. However, knowing if a system is locally thermalized is not enough for many practical applications. In what follows, we show that, even if a system is in a local thermal state, it will not necessarily act as a thermal bath towards all reference systems (or observers), and it is imperative to consider a stronger notion of thermalization. In the remainder of Section II we introduce the concept of thermalization of a system relative to an explicit reference and justify its relevance; in Section III we study when relative thermalization is achieved.

B. Defining relative thermalization

Consider an arbitrary quantum system, S, which may be in contact with an environment E. Both S and E can be correlated with a reference system R, and such corre-
lations are described by the initial global state \( \rho_{\text{SER}} \). In general, the system and its environment may be subject to physical constraints, like energy conservation. We represent an arbitrary constraint via a subspace \( \Omega \subseteq S \otimes E \) of the joint Hilbert space of system and environment; for instance, \( \Omega \) could be an energy shell. The time evolution of system and environment is given by a unitary operation in \( \Omega \), \( U_\Omega \).

**Definition 1** (Relative thermalization). Let \( S, E \) and \( R \) be quantum systems, and let \( \Omega \subseteq S \otimes E \) be a subspace representing a physical constraint. The global system is in a state \( \rho_{\text{SER}} \) of \( \Omega \otimes R \). We say that \( S \) is thermalized relative to \( R \) if \( \rho_{\text{SER}} = \pi_S \otimes \rho_R \), where \( \rho_R \) is arbitrary and \( \pi_S \) is a local microcanonical state, defined as

\[
\pi_S := \text{Tr}_E \pi_\Omega,
\]

where \( \pi_\Omega := \frac{1}{|\Omega|} \) is the fully mixed state of \( \Omega \). More generally, we say that \( S \) is \( \delta \)-thermalized relative to \( R \) if it is \( \delta \)-close to the relative thermalized state, according to the trace distance,

\[
\frac{1}{2} \| \rho_{\text{SER}} - \pi_S \otimes \rho_R \|_1 \leq \delta.
\]

Note that Definition 1 does not require the global state of \( S \) and \( E \) to actually be \( \pi_\Omega \); only the reduced state of \( S \) needs to be (approximately) microcanonical, and decoupled from the reference. Under certain natural conditions, like weak coupling, \( \pi_S \) approximates a Gibbs state \( 9 \).

In order to better understand this definition, we note that, as knowledge is relative, so is thermalization. An observer who can only measure a few parameters of the system might see it as thermalized, while someone with more precise measurement instruments (like Maxwell’s demon) may see a well-defined microstate. The knowledge of different observers may be modelled by distinct reference systems. For example, we can think of the following state of \( SE \) and two references \( R \) (the memory of the demon) and \( R' \) (the memory of an observer that only measures enough parameters to determine \( \Omega \)),

\[
\rho_{\text{SERR}} = \left( \sum_{i=1}^{|\Omega|} \frac{1}{|\Omega|} \text{Tr}_E |i\rangle_\Omega \langle i|_R \right) \otimes |0\rangle_0 \langle 0|_{R'}.
\]

Clearly \( S \) is locally thermal, and it is also thermalized with respect to the reference \( R' \); the reduced state of \( SR' \) is precisely \( \pi_S \otimes |0\rangle_0 \langle 0|_{R'} \). However, \( S \) is not thermalized with respect to \( R \); the two are classically correlated. In what follows, we will show that this difference has actual physical consequences: it tells us whether a system acts as a heat bath towards a reference.

### C. A first example: anomalous heat flow

Consider two systems \( H \) and \( C \), each in a local thermal state (in this case, their reduced density operators are Gibbs states of different temperatures, \( \pi_H \) and \( \pi_C \)). If we put the two systems in thermal contact, we would expect heat to flow from the hotter bath, \( H \), to the colder one, \( C \) (see Fig. 1). However, if \( H \) and \( C \) are highly entangled, one can observe an anomalous heat flow from \( C \) to \( H \). The clue to understand this phenomenon is that \( H \) and \( C \) are not truly heat baths with respect to each other. In our language, if we take \( C \) to be the reference, it is clear that \( H \) is not thermalized relative to it (and vice-versa), because their joint state is not of product form, \( \rho_{HC} \neq \pi_H \otimes \pi_C \). Nevertheless, \( H \) can still act as a normal heat bath towards a different reference system \( R \), provided they are not initially correlated (\( \rho_{HR} = \pi_H \otimes \rho_R \)).

Clausius’ formulation of the second law of thermodynamics states that heat cannot flow from cold to hot bodies [13]. When this law was originally suggested, correlations between such systems were yet to be studied, and even today the law is implicitly interpreted as “whenever two systems in local thermal states are put in contact, heat cannot flow from the colder system to the hotter one”. This reading, however, cannot be correct, given the violation brought about by anomalous heat flows. In order to clarify its meaning, Clausius’ law could be re-formulated as “whenever two systems which are thermal relative to each other are put in contact, heat will not flow from the colder to the hotter body” (up to fluctuations [14]).

---

1. We do not address the question of the exact form of \( \pi_S \); here, we refer to it as a local thermal state independently of the notion of temperature. Note however that the constraint \( \Omega \) determines the temperature of the thermal state.

2. In a classically correlated state \( \sum |i\rangle_\Omega \langle i|_R \), the reference \( R \) can be seen as a classical memory, saving the value \( i \) that tells us the state \( \sigma_i \) of \( S \). See also Section 1F.

3. The lyrics of Flanders and Swann’s “First and Second Law” might prove trickier to adapt.
D. Second example: noise models

In the field of quantum error correction we already think implicitly of relative thermalization. Imagine that you have a quantum device, like a small memory, and you would like to store quantum information on it. In general, this is a hard problem: the device is in contact with an environment, which interacts with the device, introducing errors. In order to build and analyse stable error-correction schemes, it is essential to model the interaction between the device and its environment.

Most error-correction codes for quantum devices assume a noise model under which the environment acts as a source of randomness towards the device (like a heat bath of high temperature). Furthermore, it is often assumed that there are no memory effects: each new interaction between the device and its environment is the same, and independent of previous interactions. We call this a Markovian depolarizing channel. To get a physical intuition for this kind of model, we can think of an environment that consists of a thermal gas. If this environment is large enough, a gas particle that interacts with our device (and might become correlated with it) will probably get scattered away quickly, and will not interact with the device again. This way, the device is always interacting with fresh, uncorrelated particles from the gas. Effectively, this means that each particle interacting with the device is in a local thermal state that is independent from the device—in other words, it is thermalized relative to the device.

Using our notion of relative thermalization, we can reformulate the assumption of Markovity. Let $S$ be the subsystem of the environment that is in contact with the device (for instance, a thin layer of gas around the device, see Fig. 2). We require that $S$ be thermalized relative to the device before each interaction with the device. Markovity follows, and current error-correction schemes will work whenever this condition is satisfied.

E. The need for an explicit reference in the quantum setting

If a classical reference $R$ is correlated with a system $\Omega$, we can describe their joint state as a classical-quantum density matrix, $\rho_{\Omega R} = \sum_x p_x |x\rangle\langle x|_R \otimes \rho_\Omega^x$. Crucially, this means that for each fixed value of classical knowledge $x$ in the reference, we can assign a reduced density matrix $\rho_\Omega^x$ to system $\Omega$. In other words, if an observer reads off the reference (which they can do without disturbing the global state) and finds it to be in state $|x\rangle$, then they know that $\Omega$ is in state $\rho_\Omega^x$—we may call it the state of $\Omega$ conditioned on knowledge $x$ in the reference. On a similar note, the von Neumann entropy of $\Omega$ conditioned on the reference $R$ is simply the average of the entropies of the conditional states, $H(\Omega|R)_\rho = \sum_x p_x H(\Omega|\rho^x)$. In particular, this entropy is always non-negative, because the non-conditional entropy $H(\Omega|\rho^x)$ is never negative.

4 This means that, for each time step, the interaction between device and environment is the same, and independent of previous interactions; we could also demand that, at a given time, errors induced in different parts of the device be independent and identically distributed (i.i.d.).

5 See [16] for studies of how realistic environment models affect established fault-tolerance schemes, in particular what happens when the environment does not thermalize quickly enough with respect to the device, and the two remain correlated.
This way of thinking about the knowledge stored in a reference breaks down in the quantum world. Imagine now that both the reference and the system are quantum-mechanical; in particular, they could be entangled, for instance in state $\rho_{RS} = |\Psi\rangle\langle\Psi|$, with $|\Psi\rangle_{RQ} = \sum_x \sqrt{p_x} |x\rangle_R \otimes |x\rangle_Q$. In this case, we cannot define a “conditional state” of $\Omega$ for each fixed value of knowledge in $R$ (in fact such fixed values do not exist). A simple way to see this is by looking at the conditional entropy $H(\Omega|R)_{\rho}$: if we could write it as an average $\sum_\alpha p_\alpha H(\Omega)_{\rho^\alpha}$, then it would be positive, but the entropy of entangled states like $|\Psi\rangle_{RQ}$ is actually negative.

In the setting of thermalization, one may argue that, if we have a classical reference $R$, we may simply read its state $|x\rangle$, consider the conditional state $\rho^x_{\Omega}$ and study local thermalization of a subsystem $S$ starting from that state. Clearly, if, after an evolution of $\Omega$, the final state of $S$ is thermalized, it is also decoupled from the reference. In fact, this is implicitly done in the current literature, when we talk about the “initial knowledge” of the state of $\Omega$. However, we cannot take this approach when the reference is itself a quantum system, a more general and natural setting than imposing classicality on the reference—in the examples we saw, $R$ was simply another system that was, at some point, in contact with $\Omega$, and became correlated with it. In order to study the evolution of $\Omega$ with respect to $R$ in this general framework, we need to consider their joint density matrix.

II. TECHNICAL RESULTS: WHEN IS RELATIVE THERMALIZATION ACHIEVED?

A. Summary and related work

We consider the general setting described in Fig. 3, where a system $S \otimes E$ is subject to a physical constraint $\Omega$. An observer (or reference) $R$ may hold quantum information about $S \otimes E$: this is expressed in the initial state $\rho_{R}\pi_{R}$. We want to know what kind of initial states and unitary evolutions in $\Omega$ lead to thermalization of the subsystem $S$ relative to $R$ (according to Definition 1).

Our approach generalizes recent efforts to study local equilibration of quantum systems [3,9]. These studies have shown that, even if the global system $S \otimes E$ is not thermal, the reduced state of $S$ may equilibrate to $\pi_{S}$. They prove that the relative size of the system $S$ compared to the environment $E$ affects thermalization: small systems in a large environment almost always equilibrate to the microcanonical state. Another factor that determines how quickly $S$ thermalizes is the structure of the Hamiltonian of $SE$: the systems must be fully interacting and it helps if their joint evolution drives them through many different states. There have also been converse results, on states that do not equilibrate [18,19]. The results of [3,9] originally derived through measure concentration techniques and from properties of the system’s Hamiltonian, emerge here as direct consequence of our general approach, in the special case where the reference $R$ is classical.

We show that, apart from the physical conditions for thermalization found in the literature, there is another fundamental factor for relative thermalization, namely the initial correlations between the reference and the system and its environment. An observer that knows little about the initial state of $S \otimes E$ will see $S$ thermalize, even if $S$ is not much smaller than $E$; on the other hand, in the extreme case where the reference is highly entangled with $SE$, even a small subsystem $S$ will not appear to thermalize.

We derive typicality statements, of the form “if such entropic condition stands, then most evolutions in $\Omega$ lead to thermalization of $S$ relative to $R^\prime$” (Theorem 1). In the usual thermodynamic limit of a small subsystem $S$, this result is tight, in the sense that, if a similar entropic relation is not satisfied, then no unitary evolution in $\Omega$ can lead to relative thermalization (Theorem 2). See Fig. 4 for a discussion on the role of typicality in our results.

B. Entropy: measuring correlations

Our results rely on decoupling [20,22], which is tightly characterized by smooth entropies, a natural class of entropies quantifying correlations between quantum systems in single-shot settings (see Appendix A). From this class, we choose a particular conditional entropy, $H^\pi(\Omega|R)_{\rho}$, to express our results [27]. For the sake of space, we define and characterize $H^\pi$, sometimes called the hypothesis-testing entropy, in Appendix A. For now, keep in mind that conditional entropies measure our uncertainty about the exact state of $\Omega$, given access to system $R$, for the quantum state $\rho_{R}\pi_{R}$. The parameter $\varepsilon \in [0,1]$ is related to a small probability of error, or, in other words, to our willingness to ignore highly unlikely
events, like the possibility of a shattered glass coming together again in a split second. In many natural scenarios, we want $\varepsilon$ to be small but non-zero.\footnote{A note on the operational meaning of $H^\varepsilon$ within information theory. For small $\varepsilon$, $H^\varepsilon(\Omega|R)_\rho$ can be used to quantify the amount of pure randomness that can be extracted from the state in $\Omega$, such that it is independent from $R$. For large $\varepsilon$, it is related to the task of data compression (or erasure of information) in the presence of a quantum memory. For the experts, $H^\varepsilon$ approximately interpolates between the smooth min- and max-entropies (see Appendix F and [27]).}

To give an idea of the values that this entropy takes, consider the limit $\varepsilon \to 0$. Then, $H^\varepsilon(\Omega|R)_\rho$ is zero if $\rho_0$ is pure, as at most $\log_2|\Omega|$, which is achieved for the fully mixed, decoupled state $\rho_{\Omega R} = \frac{1}{|\Omega|} \otimes \rho_R$, and becomes negative if the $\Omega$ and $R$ are entangled, with a minimum at $-\log_2|\Omega|$ for maximally entangled states. $H^\varepsilon(\Omega|R)_\rho$ has the natural properties expected from conditional entropy measures, like the data-processing inequality, which states that locally processing information in $R$ cannot give us more knowledge about $\Omega$.

$H^\varepsilon$ converges to the familiar von Neumann entropy in the asymptotic limit of many independent copies of the global system $\Omega \otimes R$,

$$
\lim_{n \to \infty} \frac{1}{n} H^\varepsilon(\Omega^\otimes n|R^\otimes n)_\rho^\otimes n = H(\Omega|R)_\rho.
$$

In information theory, this limit is applied to many sequential uses of the same resources, or repetitions of an experiment — which is why the von Neumann entropy is used to characterize the success rate of information-processing tasks. In thermodynamics, we do not always have the luxury of arbitrarily repeating experiments (like letting a cup of coffee thermalize several times), and are usually interested in predictions for a single instance of an event (what is the probability that this cup of coffee cools down now?). The same limit emerges, however, in the treatment of large systems made out of many uncorrelated subsystems, like an ideal gas.

\section{C. Achievability of relative thermalization}

Theorem 1 gives us tight conditions to find a subsystem of $\Omega \in S \otimes E$ to be thermalized with respect to the reference after most unitary evolutions $U_\Omega$ (see Fig. 3). It tells us that, under certain entropic conditions, only an exponentially small fraction of evolutions in $\Omega$ do not lead to relative thermalization. In the theorem, $|\Omega|$ stands for the dimension of Hilbert space $\Omega$, and $\delta$-relative thermalization refers to Definition 1. A technical version of this statement can be found in Appendix C.1

\textbf{Theorem 1 (Thermalization of typical subsystems).} Let $\rho_{\Omega R}$ be a quantum state in $\Omega \otimes R$, with $\Omega \subseteq S \otimes E$, and let $\pi_\Omega = \frac{1}{|\Omega|}$. Let $\varepsilon, \delta > 0$. If the entropic relation

$$
H^\varepsilon(SE|R)_{\rho} > H^{1-\varepsilon}(S)_{\pi} - H^\varepsilon(E)_{\pi} + O\left(\frac{1}{\varepsilon + \delta}\right)
$$

(1)

holds, then, after a unitary evolution $U_\Omega$ of $\rho$ in $\Omega$, $S$ will be $\delta$-thermalized relative to $R$, except for a fraction $2 e^{-\frac{|\Omega|}{\varepsilon}} s^2$ of the unitaries acting on $\Omega$, according to the Haar measure.

Note that the entropic terms on the right-hand side of (1) are evaluated on the reduced states of the canonical state $\pi_\Omega$ — they depend only on the structure of the physical constraint $\Omega$, which is determined by factors like the Hamiltonian of $S \otimes E$. Therefore, we may bound
these measures with state-independent quantities, such as the dimensions of $S$ and $\Omega$ (see Eq. 2). On the left-hand side, we have $H^\rho(\rho_{SE|R})$, which depends on the global initial state. This term gives us an information-theoretical condition for relative thermalization: if the reference is not highly correlated with $S \otimes E$, then a typical evolution in $\Omega$ is likely to “sweep” correlations with $S$ to the environment, leaving $S$ thermalized relative to $R$.

Since we are usually interested in the limit of small $\varepsilon$, it might at first appear concerning that our bounds (the right-hand side of the condition from Theorem 1) diverge in that limit. However, the divergence is only logarithmic in $\varepsilon$, and does not depend on the size of the systems involved. The entropic terms, on the other hand, grow with the size of the systems. In the thermodynamic limit of large systems, the logarithmic divergence is negligible.

To give an idea of the dimension of the entropic terms, we can find a weaker condition (see Appendix C.3). At least the same fraction of unitary evolutions as in Theorem 1 leads to relative thermalization, as long as

$$H^\rho(\rho_{SE|R}) > \log \frac{|S|^2}{|\Omega|} + O \left( \log \frac{1}{\varepsilon + \delta} \right). \quad (2)$$

See Fig. 5 for a simple example.

D. Converse

Sometimes, the reference is so correlated with $S \otimes E$ that no evolution in $\Omega$ can decouple $S$ from it. Theorem 2 characterizes the states that can never achieve relative thermalization. The setting is the same as in Theorem 1 and Fig. 3.

**Theorem 2.** Let $\rho_{S\Omega R}$ be a quantum state in $\Omega \otimes R$, with $\Omega \subseteq S \otimes E$, and let $\pi_\Omega = \frac{\rho}{|\Omega|}$. Let $\delta, \varepsilon > 0$. If the entropic condition

$$H^\rho(\rho_{SE|R}) < -H^\rho(E)_\pi + O \left( \log \frac{1}{\varepsilon + \delta} \right) \quad (3)$$

holds, then no unitary evolution of $\rho$ in $\Omega$ can leave $S$ $\delta$-thermalized with respect to $R$.

Note that (3) is close to a converse of the direct bound 1, in the typical case of a large environment $E$ and small subsystem $S$, when it is reasonable to neglect a term of the order $\log |S|$. In other words, the conditions for relative thermalization are tight in this typical setting. Observe however that, in order to achieve the converse bound in the typical setting of small system and large environment, the reference $R$ must be highly entangled with $S \otimes E$. In this case, the entropy $H^\rho(\rho_{SE|R})$ becomes negative and may cancel out $H^\rho(E)_\pi$ — a simple example is a demon with maximal quantum knowledge about the initial state of $\Omega$.\(^7\) Intuitively, if the reference is very entangled with $S$ and $E$, then there is no unitary evolution that can move all of the entanglement to the environment. A technical version of this statement can be found in Appendix C.2 where we see, that for most unitaries $U_\Omega$, the bound of Theorem 1 is tight even when the subsystem $S$ is large.

### III. Generalizations and Applications

**A. Typical local interactions**

So far we have used the Haar measure to define the fraction of unitaries for which decoupling occurs. While this seems a natural choice from an information-theoretical perspective, it is desirable to find statements like Theorem 1 that apply to smaller sets of unitaries, ideally those containing only evolutions related to our physical problem (see Fig. 4).\(^8\)

A possible direction in the search for sets of more physical evolutions is given by local circuits. These can simulate, for instance, a chain of atoms in which, at each time step, every two neighbouring atoms undergo a joint unitary evolution, or a particle gas, where every two particles may interact locally at some point. These local quantum circuits were shown to achieve decoupling after an initial equilibration period — that is, after that period, a subsystem of a typical local circuit will thermalize with respect to a reference with high probability.\(^9\) In other words, our results on relative thermalization apply to physical systems that can be described by two-body local interactions (up to logarithmic terms that do not scale with system size).

**B. Time scales**

The concept of thermalization relative to a reference may be applied to other aspects of thermalization. For

\(^7\) In particular, the reference $R$ must be approximately as large as the environment itself, since $H^\rho(\rho_{SE|R}) \geq -\min \{ \log |R|, \log |R| \}$.

\(^8\) In a celebratory analogy, imagine that you want to know whether a cryptic Vietnamese dish you were served is vegetarian. The statement “only 5% of Vietnamese dishes are vegetarian” is more useful to you than the more generic information “30% of all dishes cooked in the world are vegetarian”. Evidently, the world stands for the Haar measure, Vietnam for local interactions, your dish cooked in the world are vegetarian.\(^9\) More precisely, rigid circuits like atom chains approximate $k$-designs, defined as a set of unitaries that reproduce the first $k$ moments of the Haar distribution. It turns out that decoupling results also apply to approximate $k$-designs. For non-rigid circuits like the particle gas, decoupling was proven directly.
instance, one may take a concrete time-independent Hamiltonian for our physical system, and look for the time scales of subsystem thermalization under the usual Schrödinger evolution. Recent results in this field seem to indicate that the computational complexity of the Hamiltonian (that is, how easy it is to diagonalize it), is correlated with the time needed to achieve thermalization (see for instance [8, 9]). This happens because complex Hamiltonians are characteristic of highly interacting, perturbed systems — the kind of places where subsystems quickly become entangled, and therefore locally mixed.

Another possible angle is the study of subsystem thermalization in physical systems with an effective light cone (like spin lattices in which perturbations take some time to propagate). It was shown that the time scales of thermalization depend again on the size of the subsystem, as well as on the emergent speed of light [19].

In general, the study of time scales for thermalization can be extended to our setting, where there is an external reference correlated with the system evolving. The question then is how long it takes for the reference to lose all information about the state of a given subsystem. One option is to apply existing decoupling techniques to this problem, for instance in the case of local circuits, where evolution time can be measured in terms of circuit size [23, 26]. Another direction is to adapt existing techniques used in non-equilibrium thermodynamics to our setting.

C. Thermalization under observables

A different approach to thermalization is to ask whether isolated systems appear to thermalize under measurements [29, 30]. The setting: we have a system Ω in initial state ρΩ, which undergoes a unitary evolution UΩ. Then we perform a measurement on Ω, described by a positive-operator valued measure \{M_x\}. The question is whether we can distinguish the actual state from the thermal state πΩ, given only the measurement statistics, i.e., if \(\text{Tr}(M_x [U_{\Omega} \cdot \rho_{\Omega}]) \approx \text{Tr}(M_x \pi_{\Omega})\) for all outcomes x.

It is clear that if we could perform full state tomography then we could distinguish the two states, in particular if the initial state is close to pure. But often Ω is a large system and tomography is unpractical. For this question to have some operational meaning, we should restrict ourselves to measurements that can be implemented efficiently in the lab, for instance local or coarse-grained measurements. It turns out that under certain constraints on the complexity of the measurements allowed, most states will appear to thermalize after an initial equilibration period [29].

This idea may be generalized to our setting, where we have side information about the initial state of Ω — our reference can be a quantum memory correlated with Ω. The relevant question is whether this side information can help us distinguish the evolved state of the system from a thermal state under feasible measurements.

In order to reach a quantitative theorem, it is possi-
ble to directly apply the decoupling approach described here. More technically, when applying the decoupling theorem (see Appendix B), one must choose the decoupling map that represents the measurement, instead of a partial trace over the environment.

IV. CONCLUSIONS

Traditionally, thermodynamics deals with large-scale objects, and as a consequence, quantum correlations between systems can be neglected. This is because most degrees of freedom are irrelevant for the macroscopic behaviour of a system, or the performance of a heat engine: we are only interested in the average energy of a gas, or the position of a piston, and correlations are typically encoded in finer details of the particles’ wave functions. However, as modern technologies miniaturize to the nanoscale, a comprehensive understanding of the thermodynamics of small quantum systems is essential to identify and harness their power. As the number of degrees of freedom decreases, correlations become more likely to influence the relevant parameters of an experiment, and can no longer be neglected. For example, correlations between heat baths have been shown to affect the performance of three-qubit heat engines [31]. These engines only behave like traditional Carnot machines if the baths involved are thermalized relative to each other.

Relative thermalization was also found to be crucial to prove Landauer’s principle, which quantifies the work cost of information-processing tasks in physical systems [32, 34]. In order to achieve Landauer’s bound, it is necessary that the system of interest be decoupled from a thermal bath — otherwise we could exploit correlations with this “bath” to extract extra work.

Our framework provides a wealth of open tasks for both the information-processing and the quantum thermodynamics communities, not least the generalization of known techniques to study different aspects of relative thermalization.
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Appendices

A word on notation. We use $\mathcal{S}(A)$ to denote the set of density matrices acting on Hilbert space $A$, i.e.,

$$\mathcal{S}(A) = \{ \rho \in \text{End}(A) : \rho \geq 0, \text{Tr} \rho = 1 \},$$

where $\text{End}(A)$ denotes endomorphisms on $A$. Similarly, the set of subnormalized positive semi-definite operators ($\rho \geq 0$, $\text{Tr} \rho \leq 1$) is denoted by $\mathcal{S}_\leq(A)$. For instance, $\rho_{AB} \in \mathcal{S}(A \otimes B)$ is the (possibly mixed) state of a bipartite quantum system, consisting of subsystems $A$ and $B$.

The identity operator on Hilbert space $A$ is denoted by $1_A \in \text{End}(A)$, while the identity map acting on operators of $A$ is denoted by $I_A \in \text{End}(\text{End}(A))$.

For simplicity, we use $U_A \cdot \rho_{AB}$ to denote $[U_A \otimes 1_B] \rho_{AB} [U_A^\dagger \otimes 1_B]$.

We use $\log$ to denote the logarithm of base 2.

Appendix A: Smooth entropy measures

1. Smooth min- and max-entropies

Most of our technical proofs use conditional smooth min- and max-entropies \[35–39\]. These have convenient properties, used to derive the final form of our results (for example, duality, see \[A16\]). For a comprehensive discussion of these entropies, their properties and applications, we refer to \[35\].

a. Purified distance

The purified distance \[40\] is used to smooth the min- and max-entropies, and is defined for subnormalized states $\rho, \sigma \in \mathcal{S}_\leq(A)$. Let us first recall the definition of fidelity,

$$F(\rho, \sigma) := \| \sqrt{\rho} \sqrt{\sigma} \|_1,$$

where $\| \cdot \|_1$ is the $L_1$-norm. The generalized fidelity is defined for subnormalized states as

$$\bar{F}(\rho, \sigma) := F(\rho, \sigma) + \sqrt{(1 - \text{Tr} \rho)(1 - \text{Tr} \sigma)}.$$ \hspace{1cm} (A2)

Note that if at least one of the two states is normalized, we recover the usual fidelity. Finally, the purified distance is defined in terms of the generalized fidelity,

$$d(\rho, \sigma) := \sqrt{1 - \bar{F}(\rho, \sigma)^2}.$$ \hspace{1cm} (A3)

The purified distance is a metric, is invariant under purifications and extensions, and can only decrease under physical operations and projections \[40\]. It relates to the trace distance as \[40\]

$$\frac{1}{2} \| \rho - \sigma \|_1 + \frac{1}{2} | \text{Tr} \rho - \text{Tr} \sigma | \leq d(\rho, \sigma) \leq \sqrt{\| \rho - \sigma \|_1^2 + | \text{Tr} \rho - \text{Tr} \sigma |^2}. \hspace{1cm} (A4)$$

The $\varepsilon$-ball around a positive operator $\rho \in \mathcal{S}_\leq(A)$ is defined as usually,

$$\mathcal{B}^\varepsilon(\rho) := \{ \tilde{\rho} \in \mathcal{S}_\leq(A) : d(\rho, \sigma) \leq \varepsilon \}.$$ 

b. Smooth min-entropy

The conditional smooth min-entropy $H_{\text{min}}^\varepsilon(A|B)_\rho$ can be used to quantify the size of a subsystem of $A$ that can be decoupled from $B$ \[22\]. In classical cryptography, it is applied to privacy amplification, giving us the length of a secret key that can be securely extracted from $A$ such that it is inaccessible to an adversary that controls system $B$.

The non-smooth version of the min-entropy is defined as

$$H_{\text{min}}(A|B)_\rho := \sup_{\sigma_B \in \mathcal{S}(B)} \sup_{\lambda \in \mathbb{R}} \{ \lambda : 2^{-\lambda} 1_A \otimes \sigma_B \geq \rho_{AB} \}.$$ \hspace{1cm} (A5)
In the particular case where the two systems are independent, \( \rho_{AB} = \rho_A \otimes \rho_B \), the min-entropy is simply \( - \log_2 \| \rho_A \|_\infty \), where \( \| \rho_A \|_\infty \) is the maximum eigenvalue of \( \rho_A \).

Smoothing is made by optimizing the min-entropy over a small neighbourhood of \( \rho \), according to the purified distance,

\[
H^\varepsilon_{\min}(A|B)_\rho := \sup_{\tilde{\rho} \in B^\varepsilon(\rho)} H_{\min}(A|B)_{\tilde{\rho}}.
\]  

The smoothness parameter \( \varepsilon \geq 0 \) is usually chosen to be small but nonzero. In most contexts, it corresponds to a small error probability.

c. Smooth max-entropy

The smooth conditional max-entropy \( H^\varepsilon_{\max}(A|B)_\rho \) can be used to quantify the number of bits necessary to reconstruct the state of system \( A \), given quantum side information \( B \). In thermodynamics, it characterizes the work cost of erasure of \( A \), given access to \( B \) [32]. In classical information theory, the non-conditional max-entropy quantifies the compression rate of a random source \( A \). The non-smooth conditional max-entropy can be defined as

\[
H_{\max}(A|B)_\rho := \sup_{\sigma_B \in S(B)} \log_2 F(\rho_{AB}, \mathbb{1}_A \otimes \sigma_B)^2,
\]

where \( F \) is the fidelity (Eq. A1). We smooth the max-entropy as we did with the min-entropy,

\[
H^\varepsilon_{\max}(A|B)_\rho := \inf_{\tilde{\rho} \in B^\varepsilon(\rho)} H_{\max}(A|B)_{\tilde{\rho}}.
\]

2. Generalized smooth entropy

Our final results are expressed in terms of a generalized smooth entropy, introduced in [27]. For \( \varepsilon > 0 \), it is defined as

\[
H^\varepsilon(A|B)_\rho := -D^\varepsilon_H(\rho_{AB} || \mathbb{1}_A \otimes \rho_B),
\]

where \( D^\varepsilon_H \) is the hypothesis-testing relative entropy, defined as

\[
2^{-D^\varepsilon_H(\rho, || |\sigma)} := \frac{1}{\varepsilon} \inf_Q \{ \text{Tr}(Q\sigma) : 0 \leq Q \leq \mathbb{1} \wedge \text{Tr}(Q\rho) \geq \varepsilon \}.
\]

This corresponds precisely to the setting of hypothesis testing: we are given one of two states \( \rho \) and \( \sigma \) at random, and we want to distinguish them with a single measurement, trying to be right on \( \rho \) with probability at least \( \varepsilon \). We start from the set of all POVMs with two outcomes, \( \{ Q, \mathbb{1} - Q \} \): our guessing strategy is to say that the state is \( \rho \) if we obtain \( Q \) and \( \sigma \) if we obtain \( \mathbb{1} - Q \). First we restrict the set to those POVMs such that the probability of guessing correctly \( \rho \) if the outcome is \( Q \) is at least \( \varepsilon \). To further optimize our overall guessing probability, we pick the POVM that minimizes the probability of obtaining \( Q \) when measuring \( \sigma \).

Further operational interpretations of the generalized smooth entropy come from its relation to the smooth min- and max-entropies, given below. In short, for small \( \varepsilon \) it behaves like the smooth min-entropy, and for large \( \varepsilon \) it approximates the smooth max-entropy.

c. Basic properties

a. Trivial bounds. For any state \( \rho_{AB} \), the three entropy measures are lower-bounded by \( -\min \{ \log |A|, \log |B| \} \), and upper-bounded by \( \log |A| \).

b. Examples. For \( \varepsilon \to 0 \), all three smooth entropies are 0 if \( \rho_A \) is pure, \( \log_2 |A| \) if \( \rho_{AB} = \frac{1}{|A|} \mathbb{1}_A \otimes \rho_B \), and \( -\log_2 |A| \) if \( \rho_{AB} \) is maximally entangled.

c. Pure bipartite states. The non-conditional versions of our entropies only depend on the spectrum of the reduced state, so, if \( \rho_{AB} \) is pure, we have \( H^\varepsilon(A) = H^\varepsilon(B) \), \( H^\varepsilon_{\min}(A) = H^\varepsilon_{\min}(B) \) and \( H^\varepsilon_{\max}(A) = H^\varepsilon_{\max}(B) \) (by Schmidt decomposition).
Lemma 7 (Dual of Lemma 4)

\[ H_{\text{min}}(A|BC)_{\rho} = -\log \left( \sum_{k} \rho_{k} 2^{-H_{\text{min}}(A|B)_{\rho,k}} \right), \]
\[ H_{\text{max}}(A|BC)_{\rho} = \log \left( \sum_{k} \rho_{k} 2^{H_{\text{max}}(A|B)_{\rho,k}} \right). \]

\[ H_{\text{min}}(A|B)_{\rho} = H_{\text{max}}(A|B)_{\rho}. \]  

\[ H_{\text{max}}(A|B)_{\rho} = H_{\text{min}}(A|B)_{\rho}. \]

Equation (A14) also applies to the smooth min- and max-entropies.

f. Data-processing inequality. The entropy of \( A \) conditioned on \( B \) cannot decrease if information is locally processed at \( B \). Formally,

\[ H_{\epsilon}^{\tau}(A|B)_{\rho} \leq H_{\epsilon}^{\tau}(A|B')_{[I \otimes \mathcal{E}]_{\rho}}, \]

where \([I \otimes \mathcal{E}]_{\rho}\) is the state obtained from \( \rho_{AB} \) after applying a trace-preserving completely positive map \( \mathcal{E} \) on system \( B \). Smooth entropies are invariant under local unitaries \( U_{A} \otimes U_{B} \). This relation also holds for the smooth min- and max-entropies.

4. Chain rules

The hypothesis-testing entropy satisfies a chain rule.

Lemma 3 (Cor. 1 from [27]). Let \( \rho_{ABC} \in \text{End}(A \otimes B \otimes C) \) be an arbitrary normalized state, and \( \epsilon, \epsilon' > 0 \). Then,

\[ H_{\epsilon+\sqrt{8\epsilon'}}(AB|C)_{\rho} \geq H_{\epsilon}(A|BC)_{\rho} + H_{\epsilon'}(B|C)_{\rho} - \log \frac{\epsilon + \sqrt{8\epsilon'}}{\epsilon}. \]

Smooth entropies satisfy several chain rules, for different combinations of min- and max-entropies [41]. Here we present those needed for our proofs.

Lemma 4 (Lemma A.7 from [22]). Let \( \epsilon > 0 \) and \( \epsilon', \epsilon'' \geq 0 \). Then

\[ H_{\epsilon}^{\epsilon'}(A|BC)_{\rho} \leq H_{\epsilon}^{\epsilon+2\epsilon'}(AB|C)_{\rho} - H_{\epsilon}^{\epsilon''}(B|C)_{\rho} + \log \frac{1}{1 - \sqrt{1 - \epsilon^2}}. \]

Lemma 5 (Dual of Thm. 15 from [41]). Let \( \epsilon > 0 \) and \( \epsilon', \epsilon'' \geq 0 \). Then

\[ H_{\epsilon}^{\epsilon+\epsilon'+2\epsilon''}(A|BC)_{\rho} \leq H_{\epsilon}^{\epsilon}(AB|C)_{\rho} - H_{\epsilon}^{\epsilon''}(B|C)_{\rho} + 3 \log \frac{1}{1 - \sqrt{1 - \epsilon^2}}. \]

Lemma 6 (Thm. 14 from [41]). Let \( \epsilon > 0 \) and \( \epsilon', \epsilon'' \geq 0 \). Then

\[ H_{\epsilon}^{\epsilon+\epsilon'+\epsilon''}(A|BC)_{\rho} \leq H_{\epsilon}^{\epsilon}(AB|C)_{\rho} - H_{\epsilon}^{\epsilon''}(B|C)_{\rho} - 2 \log \frac{1}{1 - \sqrt{1 - \epsilon^2}}. \]

Lemma 7 (Dual of Lemma 4). Let \( \epsilon > 0 \) and \( \epsilon', \epsilon'' \geq 0 \). Then

\[ H_{\epsilon}^{\epsilon+\epsilon'+\epsilon''}(A|BC)_{\rho} \geq H_{\epsilon}^{\epsilon+2\epsilon'+\epsilon''}(AB|C)_{\rho} - H_{\epsilon}^{\epsilon'}(B|C)_{\rho} - \log \frac{1}{1 - \sqrt{1 - \epsilon^2}}. \]

5. Relations between the different smooth entropies

a. Duality between smooth min- and max-entropies

For any tripartite pure state \( \rho_{ABC} \), we have [37] [40]

\[ H_{\epsilon}^{\epsilon}(A|BC)_{\rho} = -H_{\epsilon}^{\epsilon}(A|B)_{\rho}. \]
b. $H^\varepsilon$ interpolates between smooth min- and max-entropies

a. $H^\varepsilon$ and $H^\varepsilon_{\min}$. For small $\varepsilon$, $H^\varepsilon$ behaves approximately like the smooth min-entropy.

\begin{equation}
H^{\varepsilon^2/2}(A|B)_{\rho} \leq H^\varepsilon_{\min}(A|B)_{\rho} \leq H^{11\sqrt{\varepsilon}}(A|B)_{\rho} + \frac{5}{2} \log \left(\frac{3}{\varepsilon}\right) + \log \left(\frac{2}{1 - \varepsilon}\right). \tag{A17}
\end{equation}

The lower bound comes from \cite{27} Prop. 4.1. The upper bound is proved in Lemma \cite{24}.

b. $H^\varepsilon$ and $H^\varepsilon_{\max}$. \cite{27} Prop. 8] For large $\varepsilon$, the hypothesis-testing entropy behaves approximately like max-entropy,

\begin{equation}
H^\varepsilon_{\max}(A|B)_{\rho} + \log \frac{1}{\varepsilon^2} \geq H^{1-\varepsilon}(A|B)_{\rho}. \tag{A18}
\end{equation}

There is also a known bound for the non-conditional smooth max-entropy,

\begin{equation}
H^{1-\varepsilon}(A)_{\rho} \geq H^{\sqrt{2\varepsilon}}_{\max}(A)_{\rho} + \log \frac{1}{(1 - \varepsilon)}. \tag{A19}
\end{equation}

c. Smooth entropies and von Neumann entropy

For a bipartite quantum state $\rho_{AB}$, the von Neumann entropy of $A$ conditioned on $B$ is defined as $H(A|B)_{\rho} = H(AB)_{\rho} - H(B)_{\rho}$, where $H(X)_{\sigma} = -\text{Tr}(\sigma_X \log_2 \sigma_X)$ is the usual (non-conditional) von Neumann entropy of $\sigma_X$. The conditional von Neumann entropy is always bounded by the smooth min- and max-entropies in the limit of small $\varepsilon$ \cite{42},

\begin{equation}
\lim_{\varepsilon \to 0} H^\varepsilon_{\min}(A|B)_{\rho} \leq H(A|B)_{\rho} \leq \lim_{\varepsilon \to 0} H^\varepsilon_{\max}(A|B)_{\rho} \tag{A20}
\end{equation}

In particular, if the smooth min- and max-entropies coincide, they are automatically equal to the von Neumann entropy.

Asymptotic equi-partition property. Smooth entropy measures converge to the von Neumann entropy in the limit of many identical and independently distributed systems, when the global state has the form $\rho_{A^n B^n} = \sigma_{AB}^{\otimes n}$ \cite{27,42}.

Formally, for any $0 < \varepsilon < 1$,

\begin{equation}
\lim_{n \to \infty} \frac{1}{n} H^\varepsilon(A^n|B^n)_{\sigma^{\otimes n}} = \lim_{n \to \infty} \frac{1}{n} H^\varepsilon_{\max}(A^n|B^n)_{\sigma^{\otimes n}} = \lim_{n \to \infty} \frac{1}{n} H^\varepsilon_{\min}(A^n|B^n)_{\sigma^{\otimes n}} = H(A|B)_{\sigma}. \tag{A21}
\end{equation}
Decoupling theorems [21, 23] capture the idea that, given two quantum systems $A$ and $R$ not perfectly correlated, most (random) subsystems of $A$ up to a certain size are decoupled from $R$. The maximal size of decoupled subsystems depends on correlations between $A$ and $R$, as measured by conditional entropies. This result has powerful applications in quantum cryptography, error correction and thermodynamics [21, 23, 32].

**Theorem 8** (Decoupling [adapted from Thm. 3.1 of [22]]). Let $\rho_{AR} \in S(A \otimes R)$. Let $\mathcal{T}_{A \rightarrow B}$ be a trace non-increasing, completely positive map from $\text{End}(A)$ to $\text{End}(B)$. Let $\tau$ be the Choi-Jamiolkowski representation of $\mathcal{T}$,

$$\tau_{AB} = [I_{A'} \otimes \mathcal{T}_{A \rightarrow B}](|\Psi\rangle\langle\Psi_{A'}|),$$

where $|\Psi\rangle_{AA'} = |A|^{-1/2} \sum |i\rangle_{A}|i\rangle_{A'}$ is maximally entangled between $A'$ and a virtual system $A$. Finally, let $\varepsilon, \Delta, \delta > 0$. If the entropic relation

$$H^{\varepsilon}_{\text{min}}(A|R)_\rho + H^{\varepsilon}_{\text{min}}(A'|B)_\tau \geq 2 \log \frac{1}{\Delta - 12\varepsilon},$$

holds, then the fraction (over the set of all unitaries $\{U_A\}$ acting on $A$, according to the Haar measure) of unitaries such that

$$\| [T \otimes I]_R(U_A \cdot \rho_{AR}) - \tau_B \otimes \rho_R \|_1 \geq \Delta + \delta$$

is at most $2 e^{-\frac{|A|}{16} \delta^2}$.

Note that $\delta, \Delta$ and $\varepsilon$ do not scale with the size of the systems involved, whereas the entropies do. The converse theorem gives us tightness of the bound above for trace-preserving maps.

**Theorem 9** (Converse). Let $\rho_{AR} \in S(A \otimes R)$. Let $\mathcal{T}_{A \rightarrow B}$ be a trace-preserving completely positive map from $\text{End}(A)$ to $\text{End}(B)$. Let

$$\tilde{\rho}_{BA'} := [\mathcal{T}_{A \rightarrow B} \otimes I_{A'}](\rho_{AA'}),$$

where $\rho_{AA'}$ is a purification of $\rho_A = \text{Tr}_R(\rho_{AR})$ on a virtual system $A'$. For any $\varepsilon' > 0$ and any $\varepsilon, \varepsilon'' \geq 0$, if

$$H^{2\varepsilon' + 4\varepsilon'' + 2\sqrt{\varepsilon'} + \varepsilon''}_{\text{min}}(A|R)_\rho + H^{\varepsilon''}_{\text{max}}(A'|B)_\rho < - \log \frac{1}{\varepsilon'},$$

then

$$\| [T \otimes I]_R(\rho_{AR}) - T(\rho_A) \otimes \rho_R \| > \varepsilon.$$

The following corollary is useful to compare the final state with the canonical state.

**Corollary 10.** In the setting of Thm. 9, if condition [B1] holds, then

$$\| [T \otimes I]_R(\rho_{AR}) - T(\sigma_A) \otimes \rho_R \| > \frac{\varepsilon}{2},$$

for any normalized density operator $\sigma_A$ on $A$.

**Proof.** First we use the fact that the trace distance cannot decrease under trace-preserving completely positive maps, like the partial trace, to show

$$\| [T \otimes I]_R(\rho_{AR}) - T(\sigma_A) \otimes \rho_R \| \geq \| T(\rho_A) - T(\sigma_A) \| = \| T(\rho_A) \otimes \rho_R - T(\sigma_A) \otimes \rho_R \|.$$

Using the triangle inequality for the trace distance, we obtain

$$\varepsilon < \| [T \otimes I]_R(\rho_{AR}) - T(\rho_A) \otimes \rho_R \| < \| [T \otimes I]_R(\rho_{AR}) - T(\sigma_A) \otimes \rho_R \| + \| T(\sigma_A) \otimes \rho_R - T(\rho_A) \otimes \rho_R \| \leq 2 \| [T \otimes I]_R(\rho_{AR}) - T(\sigma_A) \otimes \rho_R \|. $$

\[\square\]
Appendix C: Detailed results and proofs

Lasciate ogni speranza, voi ch’entraste.

1. Thermalization of typical subsystems

In this section we prove our main result on thermalization after a random evolution (or thermalization of random subsystems), Thm. 12. The first step is to apply the decoupling theorem (Thm. 8), setting $A = \Omega, B = S$, and $T_{\Omega \to S} = \text{Tr}_E$.

Lemma 11. Let $\rho_{SER} \in S(\Omega \otimes R)$, with $\Omega \subseteq S \otimes E$. For any $\hat{\varepsilon} \geq 0$, and any $\Delta > 0$, if

$$H^\varepsilon_{\min}(\Omega|R)_\rho + H^\varepsilon_{\min}(\Omega'|S)_\tau \geq -2\log(\Delta - 12\hat{\varepsilon})$$

holds, then, for any $\delta > 0$, the fraction of unitaries $\{U_\Omega\}$ acting on $\Omega$ such that

$$\|\text{Tr}_E(U_\Omega \cdot \rho_{\Omega R}) - \pi_S \otimes \rho_R\|_1 \geq \Delta + \delta$$

is at most $2e^{-\frac{\varepsilon}{46}\delta^2}$, according to the Haar measure.

Proof. We start from Lemma 11 and break down the left-hand side of condition (C1). First off, we observe that $H^\varepsilon_{\min}(\Omega|R)_\rho = H^\varepsilon_{\min}(SE|R)_\rho$. We use the chain rule from Lemma 6 to bound the other entropy. Setting $\hat{\varepsilon} = \varepsilon_1 + \varepsilon_2 + \varepsilon_3$, we have

$$H^\varepsilon_{\min}(SE|R)_\rho + H^{\varepsilon_2}(E)_\pi - H^{\varepsilon_3}(S)_\pi \geq 2\log \left(1 - \sqrt{1 - (\varepsilon_1 - \varepsilon_2 - \varepsilon_3)^2}(\Delta - 12\hat{\varepsilon})\right).$$

Since $|\Psi\rangle_{\Omega'SE}$ is a pure state, we have that $H^\varepsilon_{\min}(\Omega'S)_\tau = H^\varepsilon_{\min}(E)_\pi$. Condition (C1) becomes

$$H^\varepsilon_{\min}(SE|R)_\rho + H^{\varepsilon_2}(E)_\pi - H^{\varepsilon_3}(S)_\pi \geq -2\log(\Delta - \varepsilon_1 - \varepsilon_2 - \varepsilon_3).$$

To clean up, we take $\varepsilon_1 + \varepsilon_2 + \varepsilon_3 \to \varepsilon_1$.

We may now write this result in terms of the hypothesis-testing entropy, and simplify the $\varepsilon$ terms at the cost of little generality.

Corollary 13. Let $\rho_{SER} \in S(\Omega \otimes R)$, with $\Omega \subseteq S \otimes E$. Let $\varepsilon, \Delta > 0$.

If the entropic relation

$$H^\varepsilon(SE|R)_\rho + H^\varepsilon(E)_\pi - H^{1-\varepsilon}(S)_\pi \geq 2\log \left(\frac{1}{(1 - \sqrt{1 - 2\varepsilon})} - \log \frac{1}{1 - \varepsilon}\right)$$

holds, then, for any $\delta > 0$, the fraction of unitaries $\{U_\Omega\}$ acting on $\Omega$ such that

$$\|\text{Tr}_E(U_\Omega \cdot \rho_{\Omega R}) - \pi_S \otimes \rho_R\|_1 \geq \Delta + \delta$$

is at most $2e^{-\frac{\varepsilon}{46}\delta^2}$, according to the Haar measure.
Proof. Starting from
\[ H_{\min}^{2\varepsilon_1}(SE|R)_\rho + H_{\min}^{2\varepsilon_2}(E)_\pi - H_{\max}^{2\varepsilon_3}(S)_\pi \geq 2\log \frac{1}{(1 - \sqrt{1 - (\varepsilon_1 - \varepsilon_2 - \varepsilon_3)^2})(\Delta - 12\varepsilon_1)}, \] (C2)
we use relations (A17) and (A19) to obtain
\[ H_{\min}^{2\varepsilon_1}(SE|R)_\rho \geq H_{\max}^{2\varepsilon_2}(SE|R)_\rho, \]
\[ H_{\min}^{2\varepsilon_2}(E)_\pi \geq H_{\max}^{2\varepsilon_2}(E)_\pi, \]
\[ -H_{\max}^{2\varepsilon_3}(S)_\pi \geq -H_{\max}^{2\varepsilon_3}(S)_\pi + \log \frac{1}{1 - \varepsilon_3^2/2}. \]
Applying these bounds to (C2), we get
\[ H_{\max}^{2\varepsilon_2}(SE|R)_\rho + H_{\max}^{2\varepsilon_2}(E)_\pi - H_{\max}^{2\varepsilon_3}(S)_\pi \geq 2\log \frac{1}{(1 - \sqrt{1 - (\varepsilon_1 - \varepsilon_2 - \varepsilon_3)^2})(\Delta - 12\varepsilon_1)} - \log \frac{1}{1 - \varepsilon_3^2/2}. \]
To simplify, we consider the special case \( \tilde{\varepsilon} = \frac{\varepsilon_1}{3} = \varepsilon_2 = \varepsilon_3 \). This gives us
\[ H_{\max}^{2\tilde{\varepsilon}}(SE|R)_\rho + H_{\max}^{2\tilde{\varepsilon}}(E)_\pi - H_{\max}^{2\varepsilon_4}(S)_\pi \geq 2\log \frac{1}{(1 - \sqrt{1 - \tilde{\varepsilon}^2})(\Delta - 36\tilde{\varepsilon})} - \log \frac{1}{1 - \tilde{\varepsilon}^2/2}. \]
Finally, we take \( \varepsilon = \frac{\varepsilon_2}{2} \) to obtain the statement of the corollary. \( \square \)

The result presented in the main part of this work is obtained by taking \( \Delta = \delta \).

2. Converse

The converse bound follows. A friendlier, if weaker, bound can be found in Corollary 15.

**Theorem 14 (Tightness).** Let \( \rho_{\text{SER}} \in S(\Omega \otimes R) \), with \( \Omega \subseteq S \otimes E \). Let \( \delta, \varepsilon_1, \varepsilon_2 > 0 \) and \( \varepsilon_3, \varepsilon_4 \geq 0 \).
For readability, we set \( \tilde{\varepsilon} = 2\sqrt{\delta + 3(\varepsilon_2 + \varepsilon_3 + \varepsilon_4)} + \varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4 \).
If
\[ H_{\min}^{2\tilde{\varepsilon}}(\Omega|R)_\rho + \max_{\sigma \in S(\Omega)} [H_{\max}^{2\varepsilon_3}(E)_\sigma - H_{\min}^{\varepsilon_4}(S)_\sigma] < -\log \frac{1}{\varepsilon_1^2} - 3\log \frac{1}{1 - \sqrt{1 - \varepsilon_2^2}}, \] (C3)
then
\[ \| \text{Tr}_E(\pi_\Omega - \rho_R) \| > \delta, \]
for any unitary \( U_\Omega \) acting on \( \Omega \).

**Proof.** We start from Cor. 10 setting \( A = \Omega, B = S, \mathcal{T}(\cdot) = \text{Tr}_E(U_\Omega \cdot \cdot \cdot), \) and \( \sigma_A = \pi_\Omega \). This gives us the condition
\[ H_{\min}^{2\sqrt{\varepsilon_1 + 6\varepsilon_2 + 2\sqrt{\varepsilon_3 + \varepsilon_4}}}(\Omega|R)_\rho + H_{\max}^{\varepsilon_3}(\Omega|S)_\rho < -\log \frac{1}{\varepsilon_3}, \] (C4)
which implies
\[ \| \text{Tr}_E(\pi_\Omega - \rho_R) \| > \frac{\varepsilon_1}{2}. \]
Here, \( \tilde{\rho} = U_\Omega \cdot \rho_R \), where \( \rho_R \) is a purification of \( \rho_\Omega \).
We will look for an upper bound for \( H_{\max}^{2\varepsilon_3}(\Omega|S)_\rho \), as we might not know which unitary \( U_\Omega \) was applied. We will use a little of brute force, maximizing the conditional entropy over all states \( \sigma_\Omega \) in \( S(\Omega) \), with purification \( \sigma_{\Omega|\Omega'} \) (this
is stronger than maximizing over all unitaries $U_\Omega$). Also, in order to use a chain rule, let us set $\varepsilon_2 = 2\varepsilon_4 + \varepsilon_5 + 2\varepsilon_6$. We have
\[
H_{\text{max}}^{2\varepsilon_4 + \varepsilon_5 + 2\varepsilon_6} (\Omega' | S)_{\tilde{\rho}} \leq \max_{\sigma \in S(\Omega)} H_{\text{max}}^{2\varepsilon_4 + \varepsilon_5 + 2\varepsilon_6} (\Omega' | S)_{\sigma_{\text{max}}'} \\
\leq \max_{\sigma \in S(\Omega)} [H_{\text{max}}^{2\varepsilon_5} (S\Omega')_{\sigma} - H_{\text{min}}^{\varepsilon_6} (S)_{\sigma}] + 3 \log \frac{1}{1 - 1 - \varepsilon_4^2} \quad \text{[Lemma 5]}
\]
\[
= \max_{\sigma \in S(\Omega)} [H_{\text{max}}^{2\varepsilon_5} (E)_{\sigma} - H_{\text{min}}^{\varepsilon_6} (S)_{\sigma}] + 3 \log \frac{1}{1 - 1 - \varepsilon_4^2} \quad [\sigma_{S\Omega'} \text{ pure}].
\]

Condition (C4) becomes
\[
H_{\text{min}}^{2\sqrt{2\varepsilon_5 + 6(2\varepsilon_4 + \varepsilon_5 + 2\varepsilon_6) + 2\sqrt{\varepsilon_5 + (2\varepsilon_4 + \varepsilon_5 + 2\varepsilon_6)}}} (\Omega | R)_{\rho} + \max_{\sigma \in S(\Omega)} [H_{\text{max}}^{2\varepsilon_5} (E)_{\sigma} - H_{\text{min}}^{\varepsilon_6} (S)_{\sigma}] \\
< - \log \frac{1}{\varepsilon_3} - 3 \log \frac{1}{1 - \sqrt{1 - \varepsilon_4^2}},
\]
which we cannot hope to make much more readable without losing generality (we do simplify it in the corollary ahead). For now, let us just relabel
\[
\varepsilon_1 \rightarrow 2\delta, \; \varepsilon_3 \rightarrow \varepsilon_1^2, \; \varepsilon_4 \rightarrow \varepsilon_2, \; \varepsilon_5 \rightarrow 2\varepsilon_3, \; \varepsilon_6 \rightarrow \varepsilon_4,
\]
to obtain the beauty
\[
H_{\text{min}}^{2\sqrt{2\varepsilon_5 + 6(\varepsilon_2 + \varepsilon_3 + \varepsilon_4) + \varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4}} (\Omega | R)_{\rho} + \max_{\sigma \in S(\Omega)} [H_{\text{max}}^{2\varepsilon_5} (E)_{\sigma} - H_{\text{min}}^{\varepsilon_6} (S)_{\sigma}] \\
< - \log \frac{1}{\varepsilon_1^2} - 3 \log \frac{1}{1 - \sqrt{1 - \varepsilon_2^2}}.
\]

In the following corollary we simplify some of the terms. In particular, we neglect a term with the smooth min-entropy of $S$, for an optimal state. In the typical case where $S$ is much smaller than $E$, this is only a small loss.

**Corollary 15.** Let $\rho_{S\Omega R} \in S(\Omega \otimes R)$, with $\Omega \subseteq S \otimes E$. Let $\delta > 0$ and let $\varepsilon > 4\sqrt{\delta}$. For simplicity,\footnote{That was a joke. You are smiling too.} we define $f(\varepsilon, \delta) := \frac{1}{16} (6 + \varepsilon - 2\sqrt{9 + 3\varepsilon + 4\delta^2})$.

If
\[
H^{11\sqrt{\varepsilon}} (\Omega | R)_{\rho} + H^1 (E)_{\sigma} < - \log \frac{1}{f(\varepsilon, \delta)} - 3 \log \frac{1}{1 - \sqrt{1 - f(\varepsilon, \delta)}} - \frac{5}{2} \log \left( \frac{3}{\varepsilon} \right) - \log \left( \frac{2}{1 - \varepsilon} \right), \quad (C5)
\]
then
\[
\| \text{Tr}_E (U_\Omega \cdot \rho_{AR}) - \pi_S \otimes \rho_R \| > \delta,
\]
for any unitary $U_\Omega$ acting on $\Omega$.

**Proof.** We start from the condition of Thm. [14]
\[
H_{\text{min}}^{2\sqrt{2\varepsilon_5 + 6(\varepsilon_2 + \varepsilon_3 + \varepsilon_4) + \varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4}} (\Omega | R)_{\rho} + \max_{\sigma \in S(\Omega)} [H_{\text{max}}^{2\varepsilon_5} (E)_{\sigma} - H_{\text{min}}^{\varepsilon_6} (S)_{\sigma}] \\
< - \log \frac{1}{\varepsilon_1^2} - 3 \log \frac{1}{1 - \sqrt{1 - \varepsilon_2^2}}.
\]
We are looking for a simpler, tighter condition, i.e., an upper bound to the left-hand side of the inequality and a lower bound to the right-hand side.\footnote{In other words, we start from an inequality like \( A < B \), and search for good-looking \( \bar{A} \) and \( \bar{B} \) such that \( A \leq \bar{A} \) and \( \bar{B} \leq B \). Therefore, \( \bar{A} < \bar{B} \) implies the original condition \( A < B \).} First we neglect the term with the non-conditional entropy of \( S \), as
\[
\max_{\sigma \in \mathcal{S}(\Omega)} [H_{\text{max}}^\varepsilon \left( E \right)_{\sigma} - H_{\text{min}}^\varepsilon \left( S \right)_{\sigma}] \leq \max_{\sigma \in \mathcal{S}(\Omega)} H_{\text{max}}^\varepsilon \left( E \right)_{\sigma}.
\]
Now we apply the upper bound for the max-entropy given by Lemma \ref{lemma:max-entropy-bound}
\[
\max_{\sigma \in \mathcal{S}(\Omega)} H_{\text{max}}^\varepsilon \left( E \right)_{\sigma} \leq \max_{\sigma \in \mathcal{S}(\Omega)} H_{\sigma}^1 \left( E \right) = \max_{\sigma \in \mathcal{S}(\Omega)} \log |\text{supp } \sigma_E|.
\] (C6)
Finally, we show that for all states \( \sigma \in \mathcal{S}(\Omega) \), it stands that \( \text{supp } \sigma_E \subseteq \text{supp } \pi_E \), and therefore (C6) is upper-bounded by \( H_{\sigma}^1 \left( E \right) \). For every \( \sigma \in \mathcal{S}(\Omega) \), there exists a basis \( \{ |k \rangle \}_k \) of \( \Omega \) that diagonalizes it,
\[
\sigma = \sum_k p_k |k \rangle \langle k|\Omega.
\]
Since \( \Omega \) is a subspace of \( S \otimes E \), we can expand each element \( |k \rangle_{\Omega} \) in any basis of \( S \otimes E \); in particular, we can choose a product basis \( \{ |i \rangle_S \otimes |j \rangle_E \}_{i,j} \), such that
\[
|k \rangle_{\Omega} = \sum_{i,j} c_{ij}^k |i \rangle_S \otimes |j \rangle_E, \quad \sum_{i,j} |c_{ij}^k|^2 = 1, \forall k.
\]
We may now expand \( \sigma \) in this basis,
\[
\sigma_{\Omega} = \sum_k p_k \sum_{i,j} c_{ij}^k \left( c_{ij}^k \right)^* |i \rangle_S \otimes |j \rangle_E, \quad \sigma_E = \text{Tr}_S \sigma_{\Omega} = \sum_k p_k \sum_{i,j} c_{ij}^k \left( c_{ij}^k \right)^* |j \rangle_E.
\]
Note that the canonical state is given by
\[
\pi_{\Omega} = \sum_{k} \frac{\sum_{i,j} |c_{ij}^k|^2}{|\Omega|^2} |k \rangle \langle k| = \sum_{k} \frac{1}{|\Omega|^2} \sum_{i,j} |c_{ij}^k|^2 \left( c_{ij}^k \right)^* |i \rangle_S \otimes |j \rangle_E, \quad \pi_E = \sum_{k} \frac{1}{|\Omega|^2} \sum_{j} |c_{ij}^k|^2 \left( c_{ij}^k \right)^* |j \rangle_E.
\]
so clearly \( \text{supp } \sigma_E \subseteq \text{supp } \pi_E \).

Let us see where we stand. We may set \( \varepsilon_3 = \varepsilon_4 = 0 \), and \( \varepsilon_1 = \varepsilon_2 =: \bar{\varepsilon} \). Our condition becomes
\[
H_{\text{min}}^\varepsilon \left( \Omega | R \right)_{\rho} + H_{\sigma}^1 \left( E \right)_{\sigma} < -\log \frac{1}{\bar{\varepsilon}^2} - 3 \log \frac{1}{1 - \sqrt{1 - \bar{\varepsilon}^2}}.
\]
We may also bound the term with the smooth min-entropy using Eq. \ref{eq:smooth-min-entropy-bound}
\[
H_{\text{min}}^\varepsilon \left( \Omega | R \right)_{\rho} \leq H_{\sigma}^{1/\sqrt{\varepsilon}}(\Omega | R)_{\rho} - \frac{5}{2} \log \left( \frac{\varepsilon}{3} \right) + \log \left( \frac{2}{1 - \varepsilon} \right).
\]
This leaves us with the condition
\[
H_{\sigma}^{1/\sqrt{\varepsilon}}(\Omega | R)_{\rho} + H_{\sigma}^1 \left( E \right)_{\sigma} < -\log \frac{1}{\bar{\varepsilon}^2} - 3 \log \frac{1}{1 - \sqrt{1 - \bar{\varepsilon}^2}} - \frac{5}{2} \log \left( \frac{3}{\varepsilon} \right) - \log \left( \frac{2}{1 - \varepsilon} \right).
\]
Now we should make the dependence in \( \delta \) a little more explicit. In order to keep the above expression only moderately foul, we bound the logarithmic terms on the right-hand side. We shall spare you the details (but if you insist, we used \( \delta^2 = \frac{1}{16} \left( 6 + \varepsilon - 2 \sqrt{9 + 3 \varepsilon + 4 \delta} \right) \), applied the expansion \( 1 - \sqrt{1 - \delta^2} \geq \frac{\delta^2}{2} \) twice, and sacrificed a black chicken). The new bound is
\[
H_{\sigma}^{1/\sqrt{\varepsilon}}(\Omega | R)_{\rho} + H_{\sigma}^1 \left( E \right)_{\sigma} < -4 \log \frac{6 + \varepsilon}{4(1 - \delta)^2} - \frac{5}{2} \log \left( \frac{3}{\varepsilon} \right) - \log \left( \frac{16}{1 - \varepsilon} \right).
\]
\[\square\]
3. Dimension bounds

To give an intuitive idea of the magnitude of the entropic terms in our results, we present a coarser version of our direct bounds.

**Corollary 16.** Let \( \rho_{SER} \in \text{End}(\Omega \otimes R) \) be a normalized density operator, with \( \Omega \subseteq S \otimes E \). For any \( \varepsilon \geq 0 \), and any \( \Delta > 0 \), if

\[
H^{\varepsilon}(\Omega|R)_{\rho} + \log |\Omega| - 2 \log |S| \geq 2 \log \left( \frac{1}{\delta - \sqrt{2\varepsilon}} \right)
\]  

(C7)

holds, then, for any \( \delta > 0 \), the fraction of unitaries \( \{U_\Omega\} \) acting on \( \Omega \) such that

\[
\frac{1}{2} \| \text{Tr}_E(U_\Omega : \rho_{\Omega R}) - \pi_S \otimes \rho_R \|_1 \geq \delta
\]

is at most \( 2 e^{-\frac{\log|\Omega|}{16\delta^2}} \), according to the Haar measure.

This corollary follows directly from Lemma 11 combined with Lemma 19 and the relation between the smooth-min entropy and the hypothesis-testing entropy. We also set \( \Delta = \delta \).
Appendix D: A profusion of little lemmas for smooth entropies

In order to prove our physical results, we needed to show some properties of smooth entropies. This appendix is a collection of technical lemmas, mostly adaptations of similar results for other entropy measures. Please have no expectations of elegance or originality as you read through.

The highlights of the appendix are Lemma 23 where we show that $H^\varepsilon$ is continuous on the quantum state (in a way that does not depend on the dimension of the quantum systems involved; in other words, it is “smooth”), and Lemma 24 where we give a bound for $H^\varepsilon$ in terms of the conditional smooth min-entropy.

1. A few more definitions

   a. Hypothesis-testing relative entropy as a semi-definite program

   We can write the hypothesis-testing relative entropy as a semi-definite program (SDP) [27, 43, 44]. The primal and dual SDPs for $2^{-D^\varepsilon(\rho||\sigma)}$ are

   **Primal**
   
   \begin{align*}
   \text{minimize} \quad & \frac{1}{\varepsilon} \text{Tr}(Q \sigma) \\
   \text{subject to} \quad & \text{Tr}(Q \rho) \geq \varepsilon, \\
   & 0 \leq Q \leq 1
   \end{align*}

   **Dual**
   
   \begin{align*}
   \text{maximize} \quad & \mu - \frac{\text{Tr}X}{\varepsilon} \\
   \text{subject to} \quad & \mu \rho \leq \sigma + X, \\
   & X, \mu \geq 0.
   \end{align*}

   In the above, it is required that $\rho$ and $\sigma$ be Hermitian operators. Remember that the generalized conditional smooth entropy is defined as $H^\varepsilon(A|B) = -D^\varepsilon(\rho_{AB}||1_A \otimes \rho_B)$.

   b. Alternative smooth min-entropy

   $\hat{H}_{\text{min}}^\varepsilon$ is an alternative entropy measure similar to the smooth min-entropy, except that we do not optimize over the choice of the marginal $\sigma_B$ [39].

   \[ \hat{H}_{\text{min}}^\varepsilon(A|B) := \max_{\hat{\rho}_{AB} \in B^\varepsilon(\rho)} \sup_{\lambda \in \mathbb{R}} \left\{ \lambda : 2^{-\lambda} \mathbb{1}_A \otimes \hat{\rho}_B \geq \hat{\rho}_{AB} \right\}. \]

   The optimization is made over the set of subnormalized states that are $\varepsilon$-close to $\rho_{AB}$, according to the purified distance.

2. A couple of trivial bounds for the smooth entropies

**Lemma 17.** Let $\rho \in S(A)$. Then we have $H^1(\rho) = \log |\text{supp} \rho|$

**Proof.** To show that $H^1(\rho) \leq \log |\text{supp} \rho|$, we look at the primal program for $H^1(\rho)$,

\[ 2^{H^1(\rho)} = \min \text{Tr}(Q_A \mathbb{1}_A), \quad \text{Tr}(Q_A \rho_A) \geq 1, \quad 0 \leq Q_A \leq \mathbb{1}_A. \]

We take as a candidate the projector onto the support of $\rho$, $Q = \Pi_{\rho}$. We have $\text{Tr}(\Pi_{\rho} \rho) = 1$, so $\Pi_{\rho}$ is a feasible candidate for the minimization. Therefore we have $2^{H^1(\rho)} \leq \text{Tr}(\Pi_{\rho} \mathbb{1}_A) = |\text{supp} \rho|$.

Now we show that $H^1(\rho) \geq \log |\text{supp} \rho|$. The dual program for the generalized smooth entropy $H^1(\rho)$ is, in the non-conditional case,

\[ 2^{H^1(\rho)} = \max \mu - \text{Tr} X, \quad \mu \rho \leq 1 + X, \quad \mu, X \geq 0. \]

Let us take the candidate $X = \mu \rho - \Pi_{\rho}$. We have

\[ 1 + X = 1 + \mu \rho - \Pi_{\rho} \geq \mu \rho, \]
so $X$ is a feasible candidate for the dual SDP. This gives us

$$2^{H^1(A)_\rho} \geq \mu - \text{Tr} X = \mu - \text{Tr}(\mu \rho - \Pi_{\rho}) = \mu - \mu \text{Tr} \rho + \text{Tr}(\Pi_{\rho}) = |\text{supp} \rho|.$$ 

\[\square\]

**Lemma 18.** Let $\rho \in S(A)$. The non-conditional max-entropy is upper bounded as

$$H^\varepsilon_{\max}(A)_\rho \leq H^1(A)_\rho.$$

**Proof.** Let $\rho_A = \sum_k p_k |k\rangle\langle k|_A$, for some basis $\{|k\rangle\}_k$ of the support of $\rho$ in $A$. We note that $H^\varepsilon_{\max}(A)_\rho \leq H^0_{\max}(A)_\rho = \log_2 F(\rho_A, \mathbb{1}_A)^2$, and

$$F(\rho_A, \mathbb{1}_A)^2 = \text{Tr} \left( |\sqrt{\rho_A} \sqrt{\mathbb{1}_A}|^2 \right) = \sum_{k, \ell} \sqrt{p_k} \sqrt{p_\ell} \leq \sum_{k, \ell} \frac{p_k + p_\ell}{2} \quad \text{[inequality of arithmetic and geometric means]}$$

Combining this with Lemma 17, we obtain $H^\varepsilon_{\max}(A)_\rho \leq H^1(A)_\rho$. \[\square\]

The following lemma is used to bound our condition for relative thermalization in terms of system dimensions (see Appendix C.3).

**Lemma 19.** Let $\rho_{AB} \in S(A \otimes B)$ be a quantum state with a fully mixed marginal in $A$, $\rho_A = \frac{\mathbb{1}_A}{|A|^2}$. Then, for any $\varepsilon \geq 0$,

$$H^\varepsilon_{\min}(A|B)_\rho \geq \log |A| - 2 \log |B|.$$

**Proof.** We start by going to the non-smooth version of the min-entropy,

$$\forall \varepsilon \geq 0, \quad H^\varepsilon_{\min}(A|B)_\rho \geq H_{\min}(A|B)_\rho.$$

It is convenient to formulate the min-entropy as an SDP. The primal SDP for $2^{-H_{\min}(A|B)_\rho}$ is

minimize $\gamma$

subject to $\rho_{AB} \leq \gamma \mathbb{1}_A \otimes \sigma_B$

$\sigma_B \in S(B)$

$\gamma \geq 0$.

We want to show that $\gamma = \frac{|B|^2}{|A|}$ is a feasible candidate for the optimization problem, so that $H_{\min}(A|B)_\rho \geq \log \frac{|A|}{|B|^2}$. We apply [35, Lemma A.2], which says that for positive operators $\rho \in \text{End}(A \otimes B)$, it holds that $\rho_{AB} \leq |B| \rho_A \otimes \mathbb{1}_B$. This gives us

$$\rho_{AB} \leq |B| |A| \rho_A \otimes \mathbb{1}_B = |B| \frac{|A|}{|A|} \otimes \mathbb{1}_B = |B|^2 \frac{|A|}{|A|} \mathbb{1}_A \otimes \mathbb{1}_B = |B| \mathbb{1}_B \otimes \mathbb{1}_B.$$

\[\square\]
3. Three recycled lemmas

The following lemmas come from [42, Lemma 15]. We need them to prove smoothness of $H^\varepsilon$, so we repeat them here for completeness.

Lemma 20. Let $\sigma, \Delta \in S_{\leq}(A)$. The operator

$$G := \sigma^{\frac{1}{2}}(\sigma + \Delta)^{-\frac{1}{2}}$$

is a contraction, i.e., $G \geq 0$ and $\|G\|_\infty \leq 1$. In particular, conjugating any positive operator $X$ with $G$ can only decrease the trace: $\text{Tr}(G \cdot G^\dagger) \leq \text{Tr}(X)$.

Proof. We conjugate the following with $(\sigma + \Delta)^{-\frac{1}{2}}$,

$$\sigma \leq \sigma + \Delta$$

$$(\sigma + \Delta)^{-\frac{1}{2}}\sigma(\sigma + \Delta)^{-\frac{1}{2}} \leq (\sigma + \Delta)^{-\frac{1}{2}}(\sigma + \Delta)(\sigma + \Delta)^{-\frac{1}{2}}$$

$G^\dagger G \leq 1.$

Now we use the fact that, for the operator norm, $\Rightarrow \|G\|_\infty^2 = \|G^\dagger G\|_\infty \leq \|I\|_\infty = 1$. The second claim comes from $\text{Tr}(G \cdot G^\dagger) = \text{Tr}(X \cdot G^\dagger G) \leq \text{Tr}(X \cdot I)$. □

Lemma 21. Let $\rho_{AB} \in S(A \otimes B)$, and $\sigma_B, \Delta_B \in S_{\leq}(B)$, such that $\rho_B \leq \sigma_B + \Delta_B$. Let $G_B = \sigma_B^{\frac{1}{2}}(\sigma_B + \Delta_B)^{-\frac{1}{2}}$. Then,

$$\|\rho_{AB} - (1_A \otimes G_B)\rho_{AB}(1_A \otimes G_B^\dagger)\|_1 \leq 2\sqrt{2\text{Tr} \Delta}.$$

Proof. First we work with the fidelity between the two states, and later we relate it to the trace distance. Using Uhlmann’s theorem, we bound the fidelity using a purification of $\rho_{AB}$. Note that if $|\psi\rangle_{RAB}$ purifies $\rho_{AB}$, then $(1_{RA} \otimes G_B)|\psi\rangle$ purifies $(1_A \otimes G_B)\rho_{AB}(1_A \otimes G_B^\dagger)$, and in particular it purifies $G_B\rho_BG_B^\dagger$. We have

$$F(\rho_{AB}, (1_A \otimes G_B)\rho_{AB}(1_A \otimes G_B^\dagger)) \geq F(|\psi\rangle, (1_{RA} \otimes G_B)|\psi\rangle)$$

$$= |\langle \psi |(1_{RA} \otimes G_B)|\psi\rangle|$$

$$= |\text{Tr}((1_{RA} \otimes G_B)|\psi\rangle\langle \psi|)|$$

$$= |\text{Tr}(G_B \rho_B)|$$

[real and imaginary parts]

$$\geq \sqrt{R[\text{Tr}(G_B \rho_B)]^2 + 2[\text{Tr}(G_B \rho_B)]^2}$$

$$\geq R[\text{Tr}(G_B \rho_B)]$$

$$= \text{Tr} \left( \frac{1}{2}(G_B + G_B^\dagger)\rho_B \right).$$

From Lemma 20 we know that $G$ is a contraction. Note that $\frac{1}{2}(G + G^\dagger)$ is also a contraction, as $\|\frac{1}{2}(G + G^\dagger)\|_\infty \leq \frac{1}{2}\|G\|_\infty + \frac{1}{2}\|G^\dagger\|_\infty \leq 1$. We omit the subscript $B$ in most of the following. We have

$$1 - \text{Tr} \left( \frac{1}{2}(G + G^\dagger)\rho_B \right) = \text{Tr} \left( 1_B - \frac{1}{2}(G + G^\dagger) \rho_B \right)_{\geq 0}$$

$$\leq \text{Tr} \left( 1_B - \frac{1}{2}(G + G^\dagger) (\sigma + \Delta) \right)$$

$$= \text{Tr}(\sigma + \Delta) - \frac{1}{2} \text{Tr}((G + G^\dagger)(\sigma + \Delta))$$

$$= \text{Tr}(\sigma + \Delta) - \frac{1}{2} \text{Tr}(\sigma^{\frac{1}{2}}(\sigma + \Delta)^{-\frac{1}{2}}(\sigma + \Delta)(\sigma + \Delta)^{-\frac{1}{2}}\sigma^{\frac{1}{2}})$$

$$= \text{Tr}(\sigma + \Delta) - \text{Tr}(\sigma^{\frac{1}{2}}(\sigma + \Delta)^{\frac{1}{2}})$$

$$\leq \text{Tr}(\sigma + \Delta) - \text{Tr}(\sigma)$$

$$= \text{Tr}(\Delta).$$
so \( F(\rho_{AB}, (1_A \otimes G_B)\rho_{AB}(1_A \otimes G^d_B)) \geq 1 - \text{Tr}(\Delta) \). From the relation between trace distance and fidelity, we have
\[
\|\rho_{AB} - (1_A \otimes G_B)\rho_{AB}(1_A \otimes G^d_B)\|_1 \leq 2\sqrt{1 - F(\rho_{AB}, (1_A \otimes G_B)\rho_{AB}(1_A \otimes G^d_B))^2} \leq 2\sqrt{1 - (1 - \text{Tr}(\Delta))^2} = 2\sqrt{1 - 1 + 2\text{Tr}(\Delta) - \text{Tr}(\Delta)^2} \leq 2\sqrt{2 \cdot \text{Tr}(\Delta)}.
\]

The following lemma is simply an adaptation of [35, Lemma 5.2] for the alternative smooth min-entropy. The proof is identical.

**Lemma 22.** Let \( \rho \in \mathcal{S}(A \otimes B), \varepsilon \geq 0 \). Then, there is an embedding from \( A \) to \( A \oplus \bar{A} \) and a normalized state \( \hat{\rho} \in \mathcal{S}((A \oplus \bar{A}) \otimes B) \) such that
\[
\hat{H}_\text{min}^\varepsilon(A|B)_\rho = \hat{H}_\text{min}(A \oplus \bar{A}|B)_{\hat{\rho}},
\]
with \( \hat{\rho} \in \mathcal{B}_\rho^\varepsilon \) (according to the purified distance), and \( |\bar{A}| = [\varepsilon 2^{H_{\min}^\varepsilon(A|B)_\rho}] \).

**Proof.** Let us choose the subnormalized state \( \tilde{\rho}_{AB} \in \mathcal{S}_\varepsilon(A \otimes B) \) that achieves the maximum in the definition of the entropy, i.e.,
\[
\lambda = \hat{H}_\text{min}^\varepsilon(A|B)_\rho,
\]
\[
\tilde{\rho}_{AB} \leq 2^{-\lambda} (1_A \otimes \tilde{\rho}_B).
\]
Now we construct the direct sum space \( A \oplus \bar{A} \), where \( \bar{A} \) is a Hilbert space of dimension \( |\bar{A}| \geq \varepsilon 2^\lambda \). In that space, we write a normalized extension of \( \tilde{\rho} \),
\[
\hat{\rho} = \tilde{\rho}_{AB} \oplus \left( (1 - \text{Tr} \tilde{\rho}) \frac{1_{\bar{A}}}{|\bar{A}|} \otimes \tilde{\rho}_B \right) \in \mathcal{S}((A \oplus \bar{A}) \otimes B).
\]
Note that \( \tilde{\rho}_B \propto \hat{\rho}_B \). We have
\[
\hat{\rho} = \tilde{\rho}_{AB} \oplus \left( (1 - \text{Tr} \tilde{\rho}) \frac{1_{\bar{A}}}{|\bar{A}|} \otimes \tilde{\rho}_B \right) \leq 2^{-\lambda} (1_A \otimes \tilde{\rho}_B) \oplus \left( \varepsilon 2^\lambda (1_A \otimes \tilde{\rho}_B) \right) = 2^{-\lambda} (1_A \oplus 1_{\bar{A}}) \otimes \tilde{\rho}_B.
\]
This tells us that \( \lambda \) is a feasible candidate for the primal SDP of the entropy of \( \hat{\rho} \), and therefore
\[
\hat{H}_\text{min}(A \oplus \bar{A}|B)_{\hat{\rho}} \geq \lambda = \hat{H}_\text{min}^\varepsilon(A|B)_\rho.
\]
Now we show that \( \hat{\rho} \in \mathcal{B}^\varepsilon(\rho) \), according to the purified distance. It suffices to show that \( F(\rho, \hat{\rho}) = F(\rho, \hat{\rho}) \). The fidelity is linear under direct sums, i.e., for two states \( \sigma = \sigma_1 \oplus \sigma_2 \) and \( \tau = \tau_1 \oplus \tau_2 \), we have
\[
F(\sigma, \tau) = \|\sqrt{\sigma} \sqrt{\tau}\|_1 = \|\sqrt{\sigma_1} \sqrt{\tau_1}\|_1 + \|\sqrt{\sigma_2} \sqrt{\tau_2}\|_1.
\]
In our case, we have \( \rho = \rho_{AB} \oplus 0_{\bar{A}B} \) and \( \hat{\rho} = \tilde{\rho}_{AB} \oplus \left( (1 - \text{Tr} \tilde{\rho}) \frac{1_{\bar{A}}}{|\bar{A}|} \otimes \tilde{\rho}_B \right) \), so
\[
F(\rho, \hat{\rho}) = \|\sqrt{\rho} \sqrt{\hat{\rho}}\|_1 = \|\sqrt{\rho_{AB}} \sqrt{\tilde{\rho}_{AB}}\|_1 + \|\sqrt{0_{\bar{A}B}} \sqrt{\left( (1 - \text{Tr} \tilde{\rho}) \frac{1_{\bar{A}}}{|\bar{A}|} \otimes \tilde{\rho}_B \right)}\|_1 = F(\rho, \hat{\rho}) + 0,
\]
which implies \( \hat{\rho} \in \mathcal{B}^\varepsilon(\rho) \). Therefore we have, by definition of the smooth entropy,
\[
\hat{H}_\text{min}(A \oplus \bar{A}|B)_{\hat{\rho}} \leq \hat{H}_\text{min}^\varepsilon(A|B)_\rho,
\]
and the equality follows. \(\square\)
4. Smoothness of $H^\varepsilon$ and relation to $H^\varepsilon_{\min}$

The next lemma proves that the generalized smooth entropy is actually “smooth”, i.e., if two states $\rho$ and $\sigma$ are close according to the trace distance, then their generalized smooth entropies are also close.

Lemma 23. Let $\rho_{AB}, \sigma_{AB} \in S(A \otimes B)$ be two positive, normalized density operators, such that $\|\rho_{AB} - \sigma_{AB}\|_1 \leq \delta$. Then, for any $\varepsilon > 0$,

$$H^\varepsilon(A|B)_\rho \leq H^\varepsilon + 2\sqrt{2\varepsilon}(A|B)_\rho + \log \frac{\varepsilon + \delta + 2\sqrt{2\delta}}{\varepsilon}.$$ 

Proof. This proof is made of two parts. First we will relate $H^\varepsilon(A|B)_\rho$ to $-D^\varepsilon(\rho_{AB} - \Delta')\|1_A \otimes \sigma_B\|$, where $\Delta'$ is a positive operator with trace at most $2\sqrt{2\delta}$.

Later we bound $-D^\varepsilon(\rho_{AB} - \Delta')\|1_A \otimes \sigma_B\|$ in terms of $H^\varepsilon + 2\sqrt{2\varepsilon}(A|B)_\sigma$.

We have

$$\|\rho_B - \sigma_B\|_1 \leq \|\rho_{AB} - \sigma_{AB}\|_1 \leq \delta,$$

and therefore there exist positive operators $\Delta^+$ and $\Delta^-$ such that

$$\rho_B - \sigma_B = \Delta^+ - \Delta^-, \quad \Delta^+, \Delta^- \geq 0, \quad \text{Tr}(\Delta^+), \text{Tr}(\Delta^-) \leq \delta.$$

Consider the pair $(\mu, X)$ that forms the optimal solution of the dual SDP for $H^\varepsilon(A|B)_\rho$,

$$2H^\varepsilon(A|B)_\rho = \mu - \frac{X}{\varepsilon}, \quad \mu \rho_{AB} \leq 1_A \otimes \rho_B + X_{AB}.$$

We can define the operator

$$G = \sigma_B^\frac{1}{2}(\sigma_B + \Delta^+)^{-\frac{1}{2}}.$$

We conjugate the feasibility condition for the dual program with $1_A \otimes G$,

$$\mu (1 \otimes G) \rho_{AB} \leq 1_A \otimes (G_\rho B G_\rho^\dagger + (1 \otimes G)X_{AB}(1 \otimes G^\dagger)).$$

On the right-hand side, we have

$$G \rho_B G_\rho^\dagger \leq G (\sigma_B + \Delta^+)G_\rho^\dagger$$

$$= \sigma_B^\frac{1}{2}(\sigma_B + \Delta^+)^{-\frac{1}{2}}(\sigma_B + \Delta^+)G_\rho^\dagger\sigma_B^\frac{1}{2}$$

$$= \sigma_B.$$

Note also that $G$ is a contraction (see Lemma 20) and therefore $\text{Tr}((1 \otimes G)X_{AB}(1 \otimes G^\dagger)) \leq \text{Tr}(X_{AB})$. On the left-hand side, we apply Lemma 21

$$\|\rho_{AB} - (1_A \otimes G_B)\rho_{AB}(1_A \otimes G_B^\dagger)\|_1 \leq 2\sqrt{2\text{Tr} \Delta^+}$$

$$\Rightarrow \exists \Delta': \rho_{AB} - \Delta' \leq (1_A \otimes G_B)\rho_{AB}(1_A \otimes G_B^\dagger), \quad \Delta' \geq 0, \text{Tr}(\Delta') \leq 2\sqrt{2\text{Tr} \Delta^+} \leq 2\sqrt{2\delta}.$$

This gives us

$$\mu (\rho_{AB} - \Delta') \leq 1_A \otimes \sigma_B + (1 \otimes G)X_{AB}(1 \otimes G^\dagger)$$

$$=: X' \geq 0.$$
dual SDPs for $D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B)$ are well defined. Since the dual program is a maximization over all feasible pairs, we have

$$2^{-D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B)} \geq \mu - \frac{\text{Tr} X'}{\varepsilon}$$

$$= \mu - \frac{\text{Tr}([I \otimes G]X_{AB}(I \otimes G')]}{\varepsilon}$$

$$\geq \mu - \frac{\text{Tr}(X_{AB})}{\varepsilon}$$

$$= 2^{H^\varepsilon(A|B)\sigma}.$$ 

This gives us the bound

$$-D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B) \geq H^\varepsilon(A|B)\sigma. \quad (D1)$$

Now we just need to relate $D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B)$ to the smooth conditional entropy of $\sigma$, $H^\varepsilon(A|B)\sigma$ (which, as we will see, might have a different smoothing parameter, $\varepsilon'$). First we observe that the operator $\rho_{AB} - \Delta'$ is close to $\sigma$,

$$\| (\rho_{AB} - \Delta') - \sigma_{AB} \|_1 \leq \delta + \text{Tr} \Delta'$$

$$\leq \delta + 2\sqrt{2\delta}.$$ 

To shorten notation, it is convenient to define $\delta' := \delta + 2\sqrt{2\delta}$. The trace distance gives us an upper bound for the probability of distinguishing two states by applying any POVM $\{Q, I - Q\}$,

$$\max_{0 \leq Q \leq I} | \text{Tr}(Q[\rho_{AB} - \Delta']) - \text{Tr}(Q\sigma_{AB}) | \leq \delta'.$$ \quad (D2)

We start by writing down the primal SDP for $2^{H^{\varepsilon + \delta'}(A|B)\sigma}$,

$$\begin{align*}
\text{minimize} & \quad \frac{1}{\varepsilon + \delta'} \text{Tr}(Q I_A \otimes \sigma_B) \\
\text{subject to} & \quad \text{Tr}(Q \sigma_{AB}) \geq \varepsilon + \delta', \\
& \quad 0 \leq Q \leq I.
\end{align*}$$

We take the operator $Q$ that achieves the minimum, and show that $Q$ is a feasible candidate for the primal SDP of $2^{-D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B)}$. To make that clear, let us first write this SDP,

$$\begin{align*}
\text{minimize} & \quad \frac{1}{\varepsilon} \text{Tr}(P I_A \otimes \sigma_B) \\
\text{subject to} & \quad \text{Tr}(P[\rho_{AB} - \Delta']) \geq \varepsilon, \\
& \quad 0 \leq P \leq I.
\end{align*}$$

We may relate the feasibility conditions of the two SDPs using inequality [D2] which gives us

$$\text{Tr}(Q[\rho_{AB} - \Delta']) \geq \text{Tr}(Q\sigma_{AB}) - \delta'$$

$$\geq \varepsilon + \delta' - \delta' = \varepsilon.$$ 

Therefore we can bound $2^{-D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B)}$ as

$$2^{-D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B)} \leq \frac{1}{\varepsilon} \text{Tr}(Q I_A \otimes \sigma_B)$$

$$\leq \frac{1}{\varepsilon} (\varepsilon + \delta')2^{H^{\varepsilon + \delta'}(A|B)\sigma}.$$ 

Taking the logarithm and using $\delta' = \delta + 2\sqrt{2\delta}$, we obtain

$$H^{\varepsilon + \delta + 2\sqrt{2\delta}}(A|B)\sigma \geq -D^\varepsilon(\rho_{AB} - \Delta'\| I_A \otimes \sigma_B) - \log \frac{\varepsilon + \delta + 2\sqrt{2\delta}}{\varepsilon}$$

$$\geq H^\varepsilon(A|B)\rho - \log \frac{\varepsilon + \delta + 2\sqrt{2\delta}}{\varepsilon}. \quad (\text{Eq. D1})$$

$\square$
In the following lemma, we find a lower bound for $H^\varepsilon$ in terms of the smooth min-entropy. An upper bound is given in [27 Prop. 4.1].

**Lemma 24.** Let $\rho \in S(A \otimes B)$, and let $\varepsilon \in [0, \frac{1}{2}]$. Then,

$$H^\varepsilon_{\min}(A|B)_\rho \leq H^{11\sqrt{\varepsilon}}(A|B)_\rho - \frac{5}{2} \log \left( \frac{3}{\varepsilon} \right) + \log \left( \frac{2}{1 - \varepsilon} \right).$$

**Proof.** See Fig. 6 for a schematic representation of the different steps of this proof.

![Diagram illustrating all the steps of the proof of Lemma 24](image)

**FIG. 6:** Diagram illustrating all the steps of the proof of Lemma 24. We tried to make it less terrifying by using friendly colours. We start from $H^\varepsilon_{\min}(A|B)_\rho$, and bound it successively until we end up with the generalized smooth entropy for the same state. Along the way we need to extend our state $\rho$ to a larger Hilbert space (below).

From [45 Lemma 19] we have that

$$\forall \rho \in S(A \otimes B), \forall \varepsilon, \varepsilon' \in [0, 1], \quad H^\varepsilon_{\min}(A|B)_\rho \leq H^{\varepsilon + \varepsilon'}(A|B)_\rho + \log \left( \frac{2}{\varepsilon'^2} + \frac{1}{1 - \varepsilon} \right),$$

Now we use Lemma 22 to find a normalized state $\hat{\rho} \in \mathcal{B}^{\varepsilon + \varepsilon'}(\rho)$ in a larger Hilbert space $(A \oplus \bar{A}) \otimes B$ that attains the optimization. This gives us

$$H^\varepsilon_{\min}(A|B)_\rho \leq H^{\varepsilon + \varepsilon'}_{\min}(A|B)_\rho + \log \left( \frac{2}{\varepsilon'^2} + \frac{1}{1 - \varepsilon} \right) = H^{\varepsilon + \varepsilon'}(A \oplus \bar{A}|\rho) + \log \left( \frac{2}{\varepsilon'^2} + \frac{1}{1 - \varepsilon} \right).$$

It follows from the definition of $H^\varepsilon_{\min}$ that [27 Prop. 4.1]

$$\forall \varepsilon'' \in [0, 1]: \quad H^\varepsilon_{\min}(A \oplus \bar{A}|\rho) \leq H^{\varepsilon''}(A \oplus \bar{A}|\rho),$$

which leaves us with

$$H^\varepsilon_{\min}(A|B)_\rho \leq H^{\varepsilon''}(A \oplus \bar{A}|\rho) + \log \left( \frac{2}{\varepsilon'^2} + \frac{1}{1 - \varepsilon} \right).$$

Now we only need to relate $H^{\varepsilon''}(A \oplus \bar{A}|\rho)$ back to the smooth entropy of $\rho$. Since the two states $\rho, \hat{\rho}$ are normalized, we have $\|\rho - \hat{\rho}\|_1 \leq 2(\varepsilon + \varepsilon')$. We can use Lemma 23 to obtain

$$H^{\varepsilon''}(A \oplus \bar{A}|\rho) \leq H^{\varepsilon'' + 2\varepsilon + 2\varepsilon' + 4\sqrt{\varepsilon + \varepsilon'}}(A \oplus \bar{A}|\rho) \log \frac{\varepsilon'' + 2\varepsilon + 2\varepsilon' + 4\sqrt{\varepsilon + \varepsilon'}}{\varepsilon''}.$$\phantom{.}

Now we observe that $\rho$ has no support on $\bar{A}$, therefore, for any smoothing factor $\tilde{\varepsilon} \in [0, 1],$

$$H^\tilde{\varepsilon}(A \oplus \bar{A}|\rho) = H^\tilde{\varepsilon}(A|\rho).$$

All in all, we have

$$H^\varepsilon_{\min}(A|B)_\rho \leq H^{\varepsilon'' + 2\varepsilon + 2\varepsilon' + 4\sqrt{\varepsilon + \varepsilon'}}(A|B)_\rho + \log \left( \frac{\varepsilon'' + 2\varepsilon + 2\varepsilon' + 4\sqrt{\varepsilon + \varepsilon'}}{\varepsilon''} \right) + \log \left( \frac{2}{\varepsilon'^2} + \frac{1}{1 - \varepsilon} \right).$$
To clean up, we consider the special case $\epsilon = \epsilon' = \epsilon''$, which gives us

$$H_{\min}(A|B)_\rho \leq H^{5\epsilon+4}\sqrt{\epsilon}(A|B)_\rho + \log \left( 5 + \frac{4\sqrt{2}}{\sqrt{\epsilon}} \right) + \log \left( \frac{2}{\epsilon} + \frac{1}{1-\epsilon} \right),$$

and finally we upper bound the additive terms and smoothing factors with simpler terms (the factors were found numerically). We obtain

$$H_{\min}(A|B)_\rho \leq H^{1\epsilon}(A|B)_\rho - \frac{5}{2} \log \left( \frac{\epsilon}{3} \right) + \log \left( \frac{2}{1-\epsilon} \right).$$

\[\square\]
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