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The gate fidelity and the coherence time of a qubit are important benchmarks for quantum
computation. We construct a qubit using a single electron spin in a Si/SiGe quantum dot and control
it electrically via an artificial spin-orbit field from a micromagnet. We measure an average single-
qubit gate fidelity of ≈ 99% using randomized benchmarking, which is consistent with dephasing
from the slowly evolving nuclear spins in substrate. The coherence time measured using dynamical
decoupling extends up to ≈ 400 µs for 128 decoupling pulses, with no sign of saturation. We find
evidence that the coherence time is limited by noise in the 10 kHz − 1 MHz range, possibly because
charge noise affecting the spin via the micromagnet gradient. This work shows that an electron spin
in a Si/SiGe quantum dot is a good candidate for quantum information processing as well as for a
quantum memory, even without isotopic purification.
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INTRODUCTION

The performance of a qubit is characterized by how accurately operations on the qubit are implemented and for
how long its state is preserved. For improving qubit performance, it is important to identify the nature of the noise
which introduces gate errors and leads to loss of qubit coherence. Ultimately, what counts is to balance the ability to
drive fast qubit operations and the need for long coherence times [1].

Electron spins in Si quantum dots are now known to be one of the most promising qubit realizations for their
potential to scale up and their long coherence times [2–10]. Using magnetic resonance on an electron spin bound to
a phosphorous impurity in isotopically purified 28Si [5] or confined in a 28Si MOS quantum dot [3] ≈ 0.3 MHz Rabi
frequencies, gate fidelities over 99.5%, and spin memory times of tens to hundreds of ms have been achieved. Also
electrical control of an electron spin has been demonstrated in a (natural abundance) Si/SiGe quantum dot. This
was achieved by applying an AC electric field that oscillates the electron wave function back and forth in the gradient
magnetic field of a local micromagnet [7]. The advantage of electrical control over magnetic control is that electric
fields can be generated without the need for microwave cavities or striplines and allows better spatial selectivity,
which simplifies individual addressing of qubits. However, the magnetic field gradient also makes the qubit sensitive
to electrical noise, so it is important to examine whether the field gradient limits the spin coherence time and the
gate fidelity.

In our previous work [7], the effect of electrical noise on spin coherence and gate fidelity was overwhelmed by
transitions between the lowest two valley-orbit states. Since different valley-orbit states have slightly different Larmor
frequencies, such a transition will quickly randomize the phase of the electron spin. If valley-orbit transitions can be
(largely) avoided, then the question becomes what limits coherence and fidelities instead.

Here we measure the gate fidelity and spin echo times for an electron spin in a Si/SiGe quantum dot in a regime
where the electron stably remains in the lowest valley-orbit state for long times, and where the corresponding resonance
condition is well separated from that associated with the other valley-orbit state. In order to learn more about the
dominant noise sources in this new regime, we use dynamical decoupling experiments to extract the noise spectrum
in the range of 5 kHz -1 MHz, and we compare this spectrum with spectra derived from numerical simulations for
various noise sources. We also study the influence of the various noise sources on the gate fidelity.

DEVICE AND MEASUREMENT SETUP

A single electron spin is confined in a gate-defined quantum dot in an undoped Si/SiGe heterostructure [6–8]
(Fig. 1). The sample is attached to the mixing chamber (MC) stage of a dilution refrigerator with base temperature
of ≈ 25 mK, and subject to a static external magnetic field of 794.4 mT along the direction as indicated in the inset of
Fig. 1. Spin rotations are achieved by applying microwave excitation to one of the gates, which oscillates the electron
wave function back and forth in the magnetic field gradient produced by two cobalt micromagnets fabricated on top
of the device. The device used in this work is the same as in the previous work [7] but the applied gate voltages are
set differently to obtain a higher valley-orbit splitting.

The measurement scheme consists of 4 stages: initialization, manipulation, read-out and emptying, as shown in [7].
Differently from [7], the 4-stage voltage pulse is applied to gate 8 and the microwave excitation is applied to gate 3.
The initialization and read-out stages take 4-5 ms and the manipulation and emptying stages last 1-1.5 ms.

Since the experimental details of the set-up are important for the results below, we here summarize the key
components. A voltage pulse applied to the gate 8 is generated by an arbitrary waveform generator (Tektronix AWG
5014C). Phase-controlled microwave bursts are generated by an Agilent microwave vector source E8267D with the
I (in-phase) and Q (out-of-phase) components controlled by two channels of the AWG. The on/off ratio of the I/Q
modulation is 40 dB. If the microwave power arriving at the sample is not sufficiently suppressed in the off state, the
control fidelity is reduced and the effective electron temperature increases, which in turn will result in lower read-out
and initialization fidelities. Reduced fidelities were indeed observed when applying high power microwave excitation
(> 15 dBm at the source) using I/Q modulation only. As a solution, we use digital pulse modulation (PM) in series
with the I/Q modulation, which gives a total on/off ratio of ≈ 120 dB. A drawback of PM is that the switching rate
is lower. Therefore, the PM is turned on 200 ns before the I/Q modulation is turned on (see inset of Fig. 1). We also
observe that the total microwave burst time applied to the sample per cycle affects the read-out and initialization
fidelities (SI Appendix). In order to keep the read-out and initialization fidelities constant we apply an off-resonance
microwave burst (with microwave frequency detuned by 30 MHz from the resonance frequency) 2 µs after the on-
resonance microwave burst, so that the combined duration of the two bursts is fixed. To achieve this rapid shift of the
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FIG. 1: Device schematic and block diagram depicting the generation of gate voltage pulses and phase-controlled
microwave bursts, and read-out trace analysis and post analysis using an FPGA. The main components are

described in the text. For the I/Q inputs, 6 dB attenuators are added to reduce the noise from the AWG. In order
to reduce the noise going to the sample from the AWG, a Minicircuit low pass filter SLP-30+ and a 10 dB

attenuator are added at room temperature. A Pasternack DC block PE8224 is added at room temperature behind
the microwave source to reduce low frequency noise. The 30 dB attenuation at low temperature is divided over a 20

dB attenuator at the 1 K plate and a 10 dB attenuator at the MC stage for each of two high-frequency lines,
connected to gate 3 and gate 8. One of the two ohmic contacts of the sensing dot is connected to a

room-temperature voltage source and the other is connected to the input of a homemade JFET current-to-voltage
(IV) converter via RC and copper powder filters mounted at the MC stage and pi-filters at room temperature (not

shown in the figure). The output voltage signal of the IV converter is digitized and processed by an FPGA. A gating
pulse sent to the FPGA defines the segment of the signal that is to be analyzed. An additional trigger pulse is

applied to the FPGA before the entire sequence starts. The inset shows the voltage pulse applied to gate 8 (purple
line), the pulses used for PM (green line), gating the FPGA (orange line), I/Q modulation (light blue line), and FM

(red line), and the microwave burst applied to gate 3 (blue line) during the manipulation stage.

microwave frequency, we used Frequency Modulation (FM) controlled by another channel of the AWG. FM is turned
on 1 µs after the on-resonance burst is turned off (see inset of Fig. 1).

The electron spin state is read out via spin-to-charge conversion combined with real-time charge detection [11]. The
probability that the current exceeds a predefined threshold during the read-out stage is interpreted as the spin-up
probability of the electron [7]. The analysis of the real-time traces and the statistical analysis of the read-out events
are done on-the-fly using a field-programmable gate array (FPGA) as depicted in Fig. 1. This allows us to measure
faster without waiting for the transfer of real-time traces to a computer. Data points were taken by cycling through
the various burst times, spin echo waiting times, or randomized gate sequences, and repeating these entire cycles 250
- 1000 times. This order of the measurements helps to suppress artifacts in the data caused by slow drift in the set-up
or sample.

HIGH-QUALITY RABI OSCILLATIONS

Rabi oscillations are recorded by varying the burst time and the microwave frequency. With the present gate voltage
settings, the spin resonance frequencies corresponding to the two lowest valley-orbit states are separated by ≈ 5 MHz
(at Bext = 794.4 mT), so that two well separated chevron patterns characteristic for Rabi oscillations are observed
[see Fig. 2(a)]. This difference of ≈ 5 MHz results mainly from slightly different electron g-factors between the two
valley-orbit states. The population of the valley-orbit ground state is estimated to be ≈ 80% from Fig. 2(a), which
is higher than in our previous work [7], and implies a higher valley-orbit splitting. Fig. 2(b) shows a Rabi oscillation
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of a single spin with the electron in the ground valley-orbit state. The Rabi frequency extracted from the data is
1.345 MHz. The decay of the oscillation is what we would expect assuming a statistical distribution of resonance
conditions with a line width of 0.63 MHz (FWHM), which is the number extracted from the continuous wave response
(not shown). This line width corresponds to T ∗2 ≈ 1 µs, and is presumably dominated by the 4.7% 29Si spins in the
substrate, similar to [7]. Here there is no evidence of additional decay mechanisms. In particular, we do not see any
indication of intervalley switching or the combined effects of electrical noise and the magnetic field gradient.
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FIG. 2: (a) Measured spin-up probability, P↑, as a function of fMW and burst time tp (microwave power at the
source P = 18.85 dBm), showing two Rabi chevron patterns corresponding to the two valley-orbit states. The

resonance frequency of the valley-orbit ground state is 18.9795 GHz and that of the excited state is 18.9750 GHz.
The signal coming from the excited state is much smaller due to its lower population. (b) Measured spin-up

probability, P↑, showing a Rabi oscillation for the ground valley-orbit state (blue circles). During the manipulation
stage, on-resonance microwave excitation (at fMW = 18.9795 GHz) was applied for a time tp and off-resonance

microwave (fMW = 18.9195 GHz) was applied for a time t′p = 10µs −tp, in order to keep the total duration of the
microwave bursts fixed to 10 µs for every data point. The black line shows a numerical fit with a model that

includes a constant driving field in the rotating frame (which is a fit parameter) and (quasi-)static noise modeled by
a Gaussian distribution of resonance offsets with width 0.63 MHz (FWHM).

DYNAMICAL DECOUPLING

Next we examine the spin memory time of this electrically controlled spin qubit. In our previous work [7, 12], due
to switching between the two valley-orbit states, the Hahn echo decay was exponential with coherence time ≈ 40 µs.
Furthermore, we were unable to extend the coherence time using multiple echo pulses. Due to the difference in Larmor
frequency between two valley-orbit states, as soon as a switch from one to the other valley-orbit state occured, phase
information could not be recovered by echo pulses. In this work, we observe significantly extended coherence times
presumably because the switching between valleys is slower in the present gate voltage configuration.

We study the spin memory characteristics using two types of two-axis dynamical decoupling sequences, based on
the XY4 [13], (XY4)n (sometimes called vCDD [14]) and XY8 [15] protocols. The insets in Fig. 3(a,b) show the
(XY4)n and XY8 pulse sequences for 16 π pulses. We use X and Y to denote π rotations about x̂ and ŷ, and X̄
and Ȳ for rotations about −x̂ and −ŷ. Such two-axis decoupling sequences are chosen in order to reduce the effect of
pulse imperfections and to equally preserve the spin components along all directions in the x̂− ŷ plane [16], which is
important for quantum information processing. One-axis decoupling sequences such as CPMG [17, 18] may artificially
preserve a specific spin component for a longer time than two-axis decoupling sequences, but with a reduced coherence
time of the orthogonal spin component [19–21]. The visibility of the echo amplitude decreases for larger numbers of π
pulses, Nπ, due to the pulse imperfections. Therefore, to facilitate direct comparison of the decay rates with different
numbers of π pulses, in Fig. 3(a,b) we show the data, normalized to the echo amplitude at twait = 0, as a function of
the total wait time twait for (XY4)n and XY8, respectively.

To analyze these decay curves, we adopt a semiclassical approach, in which the decay curve of the echo amplitude
is written as

P (twait) = exp [−W (twait)] (1)
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with

W (twait) =

∫ ∞
−∞

S(ω)

2π

F (ω)

ω2
dω. (2)

S(ω) is the noise spectrum that produces an effective magnetic field fluctuation δb(t) along the same direction
as the quantization axis [22]. More concretely, the relation between S(ω) and δb(t) is described as S(ω) =∫∞
−∞ γ2

e 〈δb(0)δb(t)〉eiωtdt with γe the gyro-magnetic ratio of the electron. F (ω) is the filter function of the pulse
sequence [23, 24]. First we assume that the noise spectrum dominating the decoherence is described by a power law,

S(ω) =
K

ωα−1
, (3)

as seen in GaAs quantum dots [25] and NV centers in diamond [16]. Under this assumption, if the filter function F (ω)
is sufficiently narrow around ω = πNπ

twait
(which we verified is the case for Nπ ≥ 4), the decay curve can be written as

[26]

P (twait) = exp

[
−
(
twait

T2

)α]
, (4)

with T2 = T 0
2N

(1− 1
α )

π and T 0
2 =

(
2
K

) 1
α π1− 1

α . Fig. 3(c) shows T2 as a function of the number of π pulses obtained by
fitting Eq. [4] to the decay curves. The longest T2 time reached is ≈ 400µs with XY8 and Nπ = 128 (data shown in

SI Appendix). We fitted T2 = T 0
2N

(1− 1
α )

π to the data (leaving out the case Nπ = 1, the Hahn echo) and the resulting
fit is shown in green in Fig. 3(c).

We can derive the noise spectrum from the decay curves in Fig. 3(a,b) using the fact that the filter function is
narrow around ω = πNπ

twait
for Nπ ≥ 4, [22] (SI Appendix). The circles in Fig. 3(d) show the noise spectrum extracted

from six decay curves in Fig. 3(b). The colors of the circles in Fig. 3(d) correspond to the colors used in Fig. 3(b) for
different Nπ. The green solid line in Fig. 3(d) is based on Eq. (3) with T 0

2 and α obtained from the fit (green line) to
the data in Fig. 3(c). Its decay is close to a 1/f decay. Although this line shows an overall good agreement with the
noise spectrum extracted from the decay curves, it does not match with the flat region at ω/2π . 30 kHz.

In order to capture both the flat and decaying parts of the spectrum and obtain more insight into the nature of the
noise spectrum, we now write the noise spectrum in the form

S(ω) =
A

1 + (ωτc)α−1
. (5)

We fit Eq. (1) to the six decay curves (leaving out Nπ = 1) in Fig. 3(b) simultaneously, using also Eq. (2) and
Eq. (5), with A and τc as the only fitting parameters. We first perform this fit (numerically) using α = 2, close to
the previously fitted value α = 1.8 obtained using Eq. (3), but the fits deviate from the measured echo decays (see
Fig. S5(e)). A better fit to the echo decay data using Eq. (5) is obtained for α = 3 (Fig. 3(b)), in which case Eq. (2)
can be expressed analytically [20]. The fits in Fig. 3(b) yield A = (2.5 ± 0.2) · 104 rad2s−1 and τc = 2.46 ± 0.17 µs.
The resulting fit, plotted as a thick black line in Fig. 3(d), shows reasonable agreement with S(ω) obtained from the
experimental data.

Extrapolating the fitted noise spectrum to frequencies below 5 kHz, where we do not have experimental data (dashed
line in Fig. 3(d)), the noise spectral density looks flat; this would result in an exponential Ramsey decay with T ∗2 ≈ 80
µs [22]. However, the measured Ramsey decay is Gaussian and has a much shorter T ∗2 ≈ 1µs. Therefore the noise
power at low frequencies must exceed the dashed horizontal black line in Fig. 3(d) (SI Appendix).

We now turn to the noise mechanisms and examine whether the hyperfine coupling of the electron spin with the
evolving nuclear spins can explain the observed noise spectrum. Nuclear spin dynamics has two main mechanisms,
hyperfine-mediated and dipole-dipole interactions between nuclear spins. Decoherence due to the hyperfine-mediated
interactions is negligible in Si at B ≈ 800 mT [27] (SI Appendix). However, magnetic dipole-dipole induced nuclear
spin dynamics cannot be neglected. We performed numerical simulations of the spectrum of the nuclear spin noise
and of the Hahn echo decay for a dot with 4.7% of 29Si nuclei (natural abundance) within the coupled pair-cluster
expansion [28] for several choices of the quantum dot parameters (see SI Appendix for details). A representative
calculated spectrum is shown by the dotted line in Fig. 3(d). The measured Gaussian-shape Ramsey decay with
T ∗2 ∼ 1 µs is consistent with this spectrum so presumably the randomly oriented 29Si nuclear spins dominate the
noise at low frequencies [7, 22]. They also dominate the gate fidelities discussed below. However, at higher frequencies
the noise spectrum calculated from the nuclear spin dynamics is far below the measured noise spectrum and we
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FIG. 3: (a) Normalized spin echo amplitude as a function of the total waiting time twait using the (XY4)n pulse
sequence for Nπ = 4 (orange points), 16 (blue points), and 64 (purple points) pulses (concatenated level n =1, 2 and
3, respectively). The inset shows the (XY4)n pulse sequence for Nπ = 16 (n = 2). The first and the last pulses are
π/2 pulses and the 16 pulses in the middle are π pulses. X, X̄, Ȳ or Y indicate the phase of the pulses. The solid

lines present fits using Eq. (1) with Eq. (2) and Eq. (5) for α = 3. (b) Similar to (a) but using a Hahn echo sequence
for Nπ = 1 and a XY8 sequence for Nπ = 8, 16, 32, 48, 64, 80. The inset shows XY8 pulse sequence for Nπ = 16. Fits
as in (a), except that the solid line for Nπ = 1 is the decay curve with A and τc obtained from the fit to the other 6
decay curves in (b). (c) Coherence time, T2, as a function of the number of π pulses Nπ using XY8 (blue asterisks,
blue squares and orange circles) and (XY4)n (purple circles). See the SI Appendix for the pulse sequences used for
pink open circles. The T2 values are obtained by fitting Eq. (4) to the decay curves. The choice of α did not much
affect the extracted T2. The values shown are for α = 2 except for the blue squares for which α is left as a fitting

parameter. The green line presents a fit to the data (leaving out Nπ = 1) using T2 = T 0
2N

(1−1/α)
π . From this fit, we

obtained T 0
2 = 48± 8 µs and α = 1.81± 0.14. (d) Noise spectrum extracted from Fig. 3(b). The green solid line

corresponds to Eq. (3) with T 0
2 = 48 µs and α = 1.81. The black line presents a fit using Eq. (5), see main text. The

dotted black line represents the calculated noise spectrum produced by the 29Si nuclear spin dynamics (see SI
Appendix for the details of the calculation).

consistently found a calculated Hahn echo decay time T2 above 0.5 ms, which is much longer than the measured value
of 70 µs. Nuclear spin noise thus cannot explain the observed Hahn echo decay.

We therefore conclude that the noise spectrum consists of at least two contributions: nuclear spin noise at low
frequencies and another mechanism at higher frequencies. At higher frequencies, the noise spectrum decays as 1/f2

taking α = 3, but we see that a ≈ 1/f decay (green line) also fits the frequency dependence of the data points well. It
is possible that this part of the spectrum is dominated by charge noise, which couples to the spin due to the magnetic
field gradient from the micromagnets. Thus charge noise may effectively induce magnetic 1/f or 1/f2 noise. To
give a feeling for numbers, a two-level magnetic field fluctuation of 0.8 µT, which given the micromagnet gradient
corresponds to a ≈ 4 pm shift back and forth in the dot position, gives a Lorentzian noise spectrum that matches the
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dashed/solid line in Fig. 3(d) [29].

RANDOMIZED BENCHMARKING

We measured the average gate fidelity using Standard Randomized Benchmarking (SRB), which is known as an
efficient way to measure the gate fidelity without suffering from initialization and read-out errors [30, 31]. The specific
procedure is as follows. After initializing the electron to the spin-down state, we apply randomized sequences of m
Clifford gates and a final Clifford gate Cm+1 that is chosen so that the final target state in the absence of errors is
either spin-up or spin-down. Every Clifford gate is implemented by composing π and π/2 rotations around two axes,
following [32]. Applying randomized sequences of imperfect Clifford gates acts as a depolarizing channel [30, 31]. The
depolarization parameter p reflects the imperfection of the average of 24 Clifford gates. Under certain assumptions,
for m successive Clifford gates the depolarization parameter is pm.

We measure the spin-up probability both for the case where spin-up is the target state, P
|↑〉
↑ , and for the case where

spin-down is the target state, P
|↓〉
↑ , for 119 different randomized sequences for each choice of m, and varying m from 2

to 220. The difference of the measured spin-up probability for these two cases, P
|↑〉
↑ − P

|↓〉
↑ , is plotted with red circles

in Fig. 4(a). Theoretically, P
|↑〉
↑ − P

|↓〉
↑ is expressed as [3, 33]:

P
|↑〉
↑ − P

|↓〉
↑ = apm (6)

where a is a prefactor that does not depend on the gate error. As seen in Eq. (6), differently from quantum process
tomography [6, 34, 35], the measurement of the gate fidelity is not affected by the initialization and read-out infidelities,
assuming these infidelities are constant throughout the measurement. In order to keep the read-out and initialization
fidelities constant for different m, we kept the total microwave burst time tp + t′p = 150 µs. Due to the longer total
microwave burst time, the read-out and initialization infidelities are higher than in Fig. 2. This is the reason that

initially P
|↑〉
↑ − P

|↓〉
↑ is 20% instead of 45%.

Fig. 4(a) shows that the measured decay does not follow a simple exponential pm. This behavior is reproduced by
numerical simulations of the randomized benchmarking experiment, using the same set of randomized sequences as
used in the experiments and assuming that the magnetic field fluctuations are characterized by δb(t), the combination
of the high-frequency noise δb′(t) and the (quasi-)static noise δb0:

δb(t) = δb0 + δb′(t), (7)

where δb0 again has a Gaussian distribution with FWHM of 0.63 MHz and δb′(t) is expressed by Eq. (5) using α = 3,
A = 2.5 · 104 rad2s−1, τc=2.46, µs. The simulation results are shown in Fig. 4(b) and show good agreement with
experiment.

To evaluate explicitly the relative contribution of δb0 and δb′(t) to the randomized benchmarking decay, we repeated
the numerical simulation including at first only the high-frequency noise δb′(t), in which case the decay is extremely
slow. Next we include only the (quasi-)static noise δb0 and find almost exactly the same decay as with the combination
of the two noise contributions. This indicates that the (quasi-)static noise is mainly responsible for the gate error while
the contribution from the high-frequency noise is small (SI Appendix). This is consistent with an earlier report [36],
in which it was also shown that ensemble averaging over individual exponential decays can lead to a non-exponential
decay. Repeated measurements in the presence of low-frequency noise effectively lead to such ensemble averaging.

Since the measured SRB decay is not of the form apm, we should be cautious using the fidelity numbers extracted
from this procedure [37]. We see that both in experiment and simulation, the decay begins to deviate from a single
exponential (straight line in the semi-log plot) for on-resonance microwave bursts with tp & 8µs. These are the data
points with open circles in Fig. 4. We fitted to the decay curves for tp < 8 µs to apm and obtained p = 0.9620±0.0051.
From this, the average fidelity of a Clifford gate is 1− (1− p)/2 = 98.10± 0.26% and the average fidelity for a single
π or π/2 rotation around x̂ or ŷ is calculated to be 1− (1− p)/2/1.875 = 98.99± 0.14%.

We also characterized the fidelity of individual gates using interleaved randomized benchmarking (IRB). In this
procedure, a specific gate is interleaved between randomized Clifford gates. The depolarizing parameter now becomes
bigger than in SRB due to the imperfections of the interleaved gate. From the difference in the depolarizing parameter
between SRB and IRB, the fidelity of the interleaved gate is extracted. In Fig. 4(a), the blue circles show the case where
the Hadamard gate is the interleaved gate. The Hadamard gate is implemented by a π rotation around the x̂ axis and
a π/2 rotation around the −ŷ axis. By fitting aHpH

m to the decay curve (again for tp < 8 µs), pH = 0.9245±0.0197 is
obtained. The fidelity of the Hadamard gate is calculated to be 1− (1− pH/p) /2 = 98.05± 2.15%. In the same way,



8

Sequence length m

 

 

(a)

0 50 100 150 200

0.2

0.4

0.6

0.8

 

 

0.1

0.01

(b)

experiment

simula!on
gate fidelity e1 e2

SRB 0.9919 0.0018

C 0.9849 0.0034

H 0.9869 0.0170 0.0172

gate fidelity e1 e2

SRB 0.9899 0.0014

C 0.9810 0.0026

H 0.9805 0.0215 0.0195

FIG. 4: Randomized benchmarking. The difference between the spin-up probability with spin-up as the target state

and with spin-down as the target state, P
|↑〉
↑ − P

|↓〉
↑ , is plotted as a function of the number of Clifford gates, m. The

Standard Randomized Benchmarking curve (red circles) is measured after applying randomized sequences of m
Clifford gates and a final Clifford gate Cm+1. The Interleaved Randomized Benchmarking curve is measured by

interleaving the Hadamard gate with the same random sequence of Clifford gates (blue circles). The experimental
results are shown in (a) and the results of numerical simulations (see main text) are shown in (b). The experiments
and simulations use the same 119 random sequences from m =2 to 220. Each experimental data point is the average
of 250 single-shot cycles. For the numerical simulation, we averaged over 1000 repetitions, and for each repetition we

sample δb0 and include a different time-domain realization of δb′(t). In the simulation, the read-out and
initialization fidelities are assumed to be perfect. The π rotation time is 366 ns for the experiments and 360 ns for

the simulation. The delay time between pulses is set to be 5 ns for both the measurements and the simulations. The
red and blue curves present fits of the form Apm to the data with tp < 8 µs. The gate fidelities extracted from the
fits are shown in the insets. The first row (SRB) and the second row (C) show the average fidelity per single gate
and per Clifford gate, respectively, obtained from the SRB measurements. The third row (H) shows the fidelity of

the Hadamard gate obtained from IRB. e1 and e2 are as defined in Table 1.

experiment
gate fidelity e1 e2

T (     　　　　     　　  ) 0.9891 0.0282 0.0272
H (     　　　      　　    　      ) 0.9805 0.0215 0.0195

x (                                   ) 0.9893 0.0285 0.0368
z (                                   ) 0.9813 0.0198 0.0231
X (                               ) 0.9842 0.0622 0.0325
Z (                               ) 0.9917 0.0670 0.0401

rotation around
rotation around

rotation around
rotation around

rotation around
rotation around

TABLE I: The measured gate fidelities for five representative gates, extracted using Interleaved Randomized
Benchmarking. e1 and e2 are errors in the fidelities. e1 is calculated from the 95% confidence interval on the fit

coefficient p and e2 is an upper bound arising from imperfect random gates, calculated according to the formulas in
[31]. As the T gate is not a Clifford gate, we interleaved 2 successive T gates, following [32].

we measured the fidelities for several other common gates (Table 1). While also for IRB, the decay is not exponential,
the gate fidelities extracted from IRB for the first 8 µs appear roughly consistent with the fidelities extracted from
SRB.

DISCUSSION AND CONCLUSION

We have shown that the average single gate fidelity for a single electron spin confined in a natSi/SiGe quantum
dot approaches the fault-tolerance threshold for surface codes [1]. The low frequency noise that limits gate fidelity is
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well explained by the nuclear spin randomness given the natural abundance of 29Si. Therefore we can increase gate
fidelities by reducing the abundance of 29Si using isotopically enriched 28Si [3, 5] or by using composite pulses [38].
The longest coherence time measured using dynamical decoupling is ≈ 400 µs. We revealed that the noise level is flat
in the range of 5 kHz - 30 kHz and decreases with frequency in the range of 30 kHz - 1 MHz. In this frequency range (5
kHz - 1 MHz), the measured noise level is higher than expected from the dynamics of the 29Si nuclear spins. Instead,
charge noise in combination with a local magnetic field gradient may be responsible. If charge noise is dominant,
dynamical decoupling decay times can be further extended by positioning the electron spin so that the gradient of the
longitudinal component of the magnetic field gradient vanishes, while keeping the transverse component non-zero as
needed for driving spin rotations. At that point, we can reap the full benefits from moving to 28Si enriched material
for maximal coherence times as well.

We acknowledge R. Hanson, G. de Lange, M. Veldhorst, S. Bartlett and L. Schreiber for useful discussions, and
R. Schouten and R. Vermeulen for technical support. This work was supported in part by ARO (W911NF-12-0607),
FOM and a ERC Synergy grant; development and maintenance of the growth facilities used for fabricating samples
is supported by DOE (DE-FG02-03ER46028). E.K. was supported by a fellowship from the Nakajima Foundation.
This research utilized NSF-supported shared facilities at the University of Wisconsin-Madison. Work at the Ames
Laboratory (analysis of nuclear spin noise and decoherence) was supported by the Department of Energy-Basic Energy
Sciences under Contract No. DE-AC02-07CH11358.
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SUPPLEMENTARY MATERIALS

Modeling of decoherence and noise produced by nuclear spins

In order to analyze decoherence and noise produced by the nuclear spins, we performed numerical modeling of the
Hahn echo decay and of the spectrum of the nuclear spin noise using the coupled cluster expansion (CCE) [28] within
second order (i.e., considering the nuclear spin pairs). To model the quantum dot we generate a crystallite of silicon
by representing the underlying diamond lattice as two fcc sublattices shifted with respect to each other by the vector
[1/4,1/4,1/4]. The size of the crystallite is (2Lx + 1)× (2Ly + 1)× (2Lz + 1) along the x-, y-, and z-axis, respectively.
For simulation results shown below we used the external field directed along the x-axis as in the experiments and
Lx = Ly = 18 and Lz = 8 which is large enough, so that the results do not depend much on the crystallite size; we
also did not see any significant changes with changing the orientation of the dot with respect to the external field
directed along the z-axis. The sites inside the crystallite are randomly populated with spins 1/2 (which represent
29Si nuclei) with abundance of 4.68%, so the total number of nuclear spins in the crystallite was about 8700. For
convenience, below we express the coordinates (x, y, z) in the units of d, where d = 0.543 nm is the lattice constant
of the cubic lattice.

The envelope of the electron density within the dot is modeled as a 3-dimensional Gaussian distribution, centered
at the central unit cell of the crystallite:

ρenv(x, y, z) = ρ0 exp

(
−x2

2x2
0

)
exp

(
−y2

2y2
0

)
exp

(
−z2

2z2
0

)
, (S8)

with various deviations x0, y0, and z0. Below, we present the results for two representative cases: (i) x0 = 0.4 · Lx,
y0 = 0.4 · Ly, and z0 = 0.4 · Lz, denoted as the larger dot, and (ii) x0 = 0.2 · Lx, y0 = 0.2 · Ly, and z0 = 0.2 · Lz,
denoted as the smaller dot. The hyperfine coupling constants are proportional to the electron density, so that the
Hamiltonian of the hyperfine coupling between nuclear spins and the electron spin is

H =

Nn∑
i=1

AiIixSx (S9)

with Ai = A0ρenv(xi, yi, zi), where xi, yi, and zi are the coordinates of the i-th nucleus, its spin operator is Iix,
while Sx is the electron spin operator (note that the external field is directed along the x-axis), and Nn ∼ 8700 is
the total number of 29Si nuclear spins in the crystallite. The proportionality coefficient A0 is normalized to produce

the standard deviation in electron Larmor frequency σω =
√∑

iAi
2/2 equal to 1.7 Mrad/s, i.e. approximately

2π · 271 kHz, which corresponds to the measured line width (or, equivalently, to T ∗2 = 800 µs or to a random static
field of 9.6 µT). Calculated value of A0 for a larger dot is almost consistent with a theoretically calculated A0 for
natural silicon [39].

The nuclear spins are subjected to an external field Bext = 800 mT and a gradient field from the micromagnet. The
gradient field is much smaller than Bext, so that the quantization axes of different nuclear spins remain very close to
the x-axis, and only the magnitude of the local field varies from one nucleus to another. Correspondingly, the Zeeman
part of the i-th nuclear spin Hamiltonian is

HZ,i = γn~ Iix B(xi) (S10)

where γn is the gyromagnetic ratio of the 29Si nucleus. We only consider the gradient of the x component of the
micromagnet’s field along the x axis, i.e., parallel to the external magnetic field, so that B(xi) = Bext + xiG‖,
where G‖ is the gradient of the x component of the stray magnetic field, where γn~G‖ = 5.78 krad/s (approximately
2π ·0.92 kHz) per unit cell. Note that the variations in the direction of the local quantization axes can be easily taken
into account, but their effect is negligible, leading only to small renormalization of the hyperfine coupling constants
Ai and of the dipole-dipole couplings between the nuclear spins, and the direction of the quantization z-axis being
different for different nuclear sites.

The dipolar interaction between the nuclear spins is given by the sum of interaction between all possible pairs

Hnn =
∑
i<j

bij(1− 3 cos2 θij)

(
IixIjx −

1

2
IizIjz −

1

2
IiyIjy

)
(S11)
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with bij =
γ2
n~
R3
ij

, where Rij = rijd is the distance between the two nuclei, and θij is the angle between the line

connecting the nuclei and the x-axis. We have also included the electron spin-mediated coupling between the nuclear
spins [27] in the numerical modeling, of the form

H(2)
nn =

∑
i<j

βijSz

(
1

2
(IizIjz + IiyIjy)

)
(S12)

with βij =
AiAj
2ω0

with ω0 the Larmor frequency of the electron spin. As expected, this coupling did not produce any
noticeable effect, since the magnitude of the electron spin-mediated coupling is much smaller than the direct dipolar
interaction between nuclei. Indeed we can roughly estimate the typical strength of the dipolar interaction between
nuclear spins as γ2

n~R̄−3 ≈ 66 rad/s where R̄−3 is the density of nuclear spins, while the typical electron spin-mediated
coupling is of the order of A2

k/(2ω0) ∼ 2σw/(Nsω0), which is about 0.1-0.01 rad/s for Bext ∼ 500 mT; here Ns is the
number of the nuclear spins effectively coupled to the electron, which is about 4500 for the larger dot and 560 for the
smaller dot so that the magnitude of the electron spin-mediated coupling is several orders smaller than the dipolar
coupling for such a large magnetic field. As expected form this estimation, the electron spin-mediated coupling did
not produce a noticeable effect in the calculation result. The Hahn echo decays calculated within the pair-cluster
CCE are shown in Fig. S5 for the larger and the smaller quantum dots (defined above). The Hahn echo decay times
are of order of 0.5–1 ms, which is much longer than the experimentally measured T2 time. Similar results have been
obtained for other system parameters we explored.

0 1 2
(ms)

1

0

1

0
0 1 2 3 4 5

(ms)

(a) (b)

FIG. S5: Hahn Echo amplitudes P (twait) for the larger dot (a) and the smaller dot (b) as a function of the total
waiting time twait.

In order to gain deeper insight into the nature of the noise created by the nuclear spins, we used the pair-cluster
CCE to calculate the correlator of the nuclear spin noise. Let us first note that the concept of the nuclear spin
noise, which acts on the electron spin and decoheres it, is a semi-classical concept. For instance, it presumes that the
properties of the nuclear spin noise (such as the correlation function) are well defined and independent of the electron
spin. However, this description is not always adequate: much decoherence comes from the quantum back-action of
the electron spin on the nuclear bath, so that the motion of the nuclear spins depends on the electron spin state.
Nevertheless, the model of the random nuclear noise has its advantages, and often gives a reasonable semi-quantitative
description of decoherence for a range of experimentally interesting situations [40].

Thus, we investigate the correlation function of the spin noise. Specifically, for a given state of the electron spin
s = +,− (along the x-axis or in the direction opposite to the x-axis) we calculate the correlator

C(t) = 〈ηs(0)ηs(t)〉 =
∑
i,k

AiAk〈IixIkx(t)〉s (S13)

where 〈. . . 〉s denotes the quantum-mechanical average with the completely disordered initial state of the nuclear spin

bath and the electron spin in the state s and η(t) =
∑Nn
i AiIix(t) = γeδb(t) with γe gyro-magnetic ratio of the electron

and δb(t) effective magnetic field fluctuation along the z axis due to the nuclear spin bath. We performed simulations
with the pair-cluster CCE method, using the Heisenberg representation for the nuclear spin operators Imx(t). Since
the correlation function C(t) has the value C(0) = σω

2 at t = 0 (where σω = 2π · 271 kHz), it is convenient to plot
the normalized correlator CN (t) = C(t)/σω

2; these simulation results are plotted in Fig. S6.
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FIG. S6: Normalized correlation functions CN (t) for different orientations of the electron spin, for the two quantum
dots: (a) and (c) — for the larger quantum dots; (b) and (d) — for the smaller quantum dot. Panels (a) and (c)

show the same results, but for different time ranges, the same is true for the panels (b) and (d).

Our results show that the noise correlators corresponding to different electron spin states can be very different,
implying back-action of the electron spin on the nuclear spin bath. Indeed, the hyperfine coupling constants, even
for quite large quantum dots, are large in comparison with the dipole-dipole couplings between the nuclear spins.
However, the echo decay is determined by the noise dynamics at the timescale of the echo decay , which is of the order
of a few milliseconds. At this timescale the noise correlators corresponding to different electron spin states do not
differ too much, and give meaningful semi-quantitative information about the properties of the nuclear spin bath.

Moreover, let us note that although the overall behavior of the correlation functions on the timescales of order of
10–50 ms is quite irregular, the experiments probe only much smaller timescales, of order of few milliseconds. Since the
internal dynamics of the nuclear spin bath is very slow, the overall change in the noise amplitude over this timescale is
very small. For better understanding, let us compare the free decay of the electron spin coherence and the Hahn echo
decay assuming that the nuclear spin noise is described as an Ornstein-Uhlenbeck (Gaussian, Markovian, stationary)
random process [20] with amplitude σω and correlation time τc. The free decay time T ∗2 is inversely proportional to
the noise amplitude σω, while the Hahn echo decay time T2 is proportional to (b2/τc)

−1/3, so that

τc
T ∗2
∼
(
T2

T ∗2

)3

, (S14)

i.e. for the quantum dot under consideration, the correlation time of the nuclear noise is of order of 2 · 108 times
longer than T ∗2 . I.e., on the timescale of the Hahn echo decay, the change in the correlation function 〈ηs(0)ηs(t)〉 is
miniscule, see also Fig. S2.

In the experimentally relevant region of times, <1 ms, the calculated correlation functions can be approximated by
decaying exponentials CN (t) = exp (−t/τc). From such a fitting, we extract the values of τc and substitute it into the
simplified theoretical expression for the Hahn echo decay

P (ttime) = exp

(
− t

3
waitσ

2
ω

12τc

)
. (S15)

Fig. S7 illustrates the comparison between such estimates and the original CCE-simulated echo curves (shown above
in Fig. S5). The values of τc were obtained from fitting the curves CN (t) to the decaying exponent in the region of
0 < t < 0.5 ms. This is the range of times which controls the echo decay, and where the correlators for the electron
spin states ”down” (s = −) and ”up” (s = +) are close to each other. The resulting values are τc = 2.24 · 10−5 ms for
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the larger dot, and τc = 1.18 · 10−5 ms for the smaller dot. The red curves in Fig. S3 describe well the echo decay
during the first millisecond, where the approximation of the nuclear noise is valid, and where the back-action from
the electron spin is not too strong.

1 1

0 0
0 1 2 0 1 2 3 4 5

(ms) (ms)

(a) (b)

FIG. S7: Calculated Hahn echo amplitudes (black squares) for the larger dot (a) and for the smaller dot (b),
obtained from the CCE simulations, are compared with the theoretical estimates (Eq. S15): shown as red lines.

Thus, we conclude that the model of the nuclear spin noise is semi-quantiatively applicable to the considered
quantum dots. However, the experimentally measured Hahn echo decay time is an order of magnitude shorter than
the CCE simulations predict for the nuclear spin-induced echo decay. Similarly, we can extract the noise spectrum
using the exponential fittings of C(t) described above: the result is shown in Fig. 3(d) of the main text. Again, we see
that the noise produced by the nuclear spins is too slow in comparison with the experimentally measured one, and is
unlikely to be an important source of decoherence in the Hahn echo and the dynamical decoupling experiments.

Heating of the electron reservoir as a function of microwave burst time

Fig. S8(a) shows a Rabi oscillation of the ground valley-orbit state varying the microwave burst time up to ≈ 160
µs. We take the offset of a Rabi oscillation in the measured spin-up probability as B and its amplitude as A as shown
in Fig. S8(b). The offset B increases with longer microwave burst time, while in Fig. S4(a) there is no change in
the amplitude A other than the decrease expected by quasi-static noise, is observed. These results indicate that the
microwave bursts heat the electron reservoir.

To quantify this effect, we characterize the spin read-out and initialization fidelities of the excited valley-orbit state
(ground valley-orbit state) by three parameters, α1, β1 and γ1 (α2, β2 and γ2) following the supplementary materials
of [7]. By taking the population of two valley-orbit states as ε1 : ε2, the amplitude, A, and the offset, B, are expressed
with

A = ε2(1− 2γ2)(1− β2 − α2) (S16)

and

B = B1 +B2, (S17)

with

B1 = ε1 [(1− β1)γ1 + α1(1− γ1)] (S18)

and

B2 = ε2
1− β2 + α2

2
. (S19)

A is determined only by the parameters for the ground valley-orbit state. Since no change in A is observed, we
conclude that the read-out and initialization fidelities for the ground valley-orbit state are not significantly affected by
increased burst times. For the same reason, B2 should not greatly change. Thus the increase in B1 is the dominant
source for the increase in B. As shown in the insets of Fig. S8, we assume that the electron temperature of the reservoir
is increased with longer microwave burst time. The spin-down excited valley-orbit state is the closest dot energy level
to the Fermi level of the reservoir and thus is affected the most by the increase of the electron temperature.
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FIG. S8: (a) Measured spin-up probability, P↑, showing a Rabi oscillation for the ground valley-orbit state (blue
circles) without off-resonance microwaves applied. The black lines show fits with damped cosine curves assuming

that the offset, B, can be regarded constant for short time (1.5 µs). The insets show schematics of the four energy
levels (two spin states and two valley states) in the dot and the electron reservoir for a short microwave burst time

and for a long microwave burst time. (b) The offset B and the amplitude A in the measured spin-up probability of a
Rabi oscillation. The deviation of the amplitude A from 1 and that of the offset B from 0.5 are due to the
initialization and read-out infidelities. (c) The increase of the offset B(tp)−B(0) normalized by the initial

amplitude A(0) as a function of the microwave burst time tp, without off-resonance microwaves (blue circles), and
with off-resonance microwaves (green circles) so that the duration of the microwave bursts is fixed to 162 µs.

Fig. S8(c) shows the change of the offset, B(tp) − B(0), normalized by the initial amplitude, A(0), as a function
of the microwave burst time. The blue circles are extracted from Fig. S8(a) and green circles are extracted from a
similar measurement as in (a) but with off-resonance microwave excitation applied in order to keep the total duration
of the microwave bursts fixed to 162 µs. The increase of the offset is heavily suppressed by applying the off-resonance
microwave but not completely suppressed. This remaining increase may be due to a change in the population between
the two valley-orbit states with long microwave burst time. With the total microwave time < 8 µs (condition assumed
for the evaluation of the gate fidelities with randomized benchmarking), this remaining increase is small enough to
be ignored. Therefore the measured gate fidelities are not affected by this effect. Also for the dynamical decoupling
measurement, the longest total microwave duration used is ≈ 8 µs and we have not observed any significant difference
in the dynamical decoupling coherence time with versus without off-resonance microwave excitation as discussed
below.

Extract the noise spectral density from the echo decays

Here we show how the noise spectral density is extracted from the experimental echo decay data. When a dynamical
decoupling pulse sequence whose time separation between π pulses is fixed and symmetric i.e. the timing of kth π
pulse is tk = twait

Nπ
), the filter function F (ω, twait, Nπ) peaks at ω0 = 2π

4τ with τ = twait

2Nπ

(
k − 1

2

)
.

Following Bylander et al. [26], if the filter function F (ω) is sufficiently narrow around ω0, we can treat the noise as



15

constant within the bandwidth of the filter function and then Eq. (2) is reduced to

W (twait) ≈ S(ω0)

∫ ∞
−∞

1

2π

F (ω, twait, Nπ)

ω2
dω. (S20)

According to the numerical simulation we confirmed that Eq. (S20) is valid for N ≥ 4. From Eq. (1) we know that

W (twait) = − logP (twait) (S21)

and so S(ω0) is determined by the logarithm of the normalized echo amplitude at time twait = 2τNπ divided by the
integral of the filter function:

S

(
ω0 =

2π

4τ

)
≈ − logP (twait)∫∞

−∞
1

2π
F (ω)
ω2 dω

=
−2 logP (twait)

twait
. (S22)

Further analysis of the echo decays

The circles in Fig. S9(a,b) and (d,e) show the echo decay curves using (XY4)n and XY8 pulse sequences, respectively
(the same data as in Fig. 3(a)). In the main text, we fitted the echo data to Eq. (1) with Eq. (2) and Eq. (5) keeping
α fixed to 3. Here, we explore alternative ways of fittings. The solid lines in Fig. S9(a,d) are fits using Eq. (4) with
α and T2 as fitting parameters. In Fig. S9(a), α = 1.14, 1.64 and 2.22 and T2 = 83.6, 149 and 320 µs are obtained
for Nπ = 4, 16 and 64, respectively. In Fig. S9(d), α =1.50, 1.59, 1.82, 1.85, 2.03, 2.31 and 2.38 and T2 = 72.7, 122,
159, 239, 280, 333 and 378 µs are obtained for Nπ = 1, 8, 16, 32, 48, 64 and 80 respectively. α becomes larger with
higher numbers of π pulses because the echo decay curve becomes determined more by the decaying parts of the noise
spectrum rather than the flat part.

The solid lines in Fig. S9(b,e) are fits using Eq. (1) with a numerical integration of Eq. (2) and Eq. (5) for α = 2.
The fits yield A = (9.8 ± 4.7) · 104 rad2s−1 in (b) and τc = 17.4 ± 8.29 µs and A = (124.5 ± 827) · 104 rad2s−1 and
τc = 280± 18.7 µs in (e).

The circles in Fig. S9(c) and (f) show the noise spectrum extracted from the experimental data of (XY4)n and
XY8, respectively. The blue solid lines in Fig. S9(c) and (f) present Eq. (5) for α = 2 with A and τc obtained from
fitting the decay curves in Fig. S9(b) and (e), respectively. The black solid line in Fig. S9(c) (Fig. S9(f)) shows Eq. (5)
for α = 3 with A = 2.5± 0.2 · 104 rad2s−1 and τc = 2.46± 0.17 µs (A = 3.1± 0.2 · 104 rad2s−1 and τc = 2.64± 0.19
µs), which are obtained from the fitting of the decay curves using the analytical expression as shown in Fig. 3(a)
(Fig. 3(b)). Furthermore we found that the result of the fitting using the numerical integration of Eq. (5) for α = 3
coincides with that of the the fit using the analytical expression. We conclude that Eq. (5) with α = 3 (Lorentian
spectrum) captures the echo decay data for a wider frequency range than with α = 2.

Generation of noise for the numerical simulations

In this section, we explain how the noise fluctuation, β(t) = γeδb
′(t), which exhibits a spectral density S(ω), is

generated. We assume that β(t) is constant for a short time ∆t. We first generate uα(ti), discrete points of a noisy
time trace corresponding to a white noise spectrum, with the mean E = 0 and the standard deviation σ0 = 1, where
α indexes a different set of noise sequence (different set of measurement) and ti = i∆t (i = 1, 2, ..., N) using the
Mathematica function RandomVariante[NormalDistribution[E,σ0]].

The discrete Fourier transform of uα(ti) is defined as

ũα(ωj) =
1√
N

∑
i

uα(ti) exp(−iωjti) (S23)

with ωj = 2πj
∆tN .

To obtain a discrete time trace β(t) corresponding to the spectrum density S(ω), we take the inverse Fourier
transform of the product of ũα(ωj) and

√
S′(ωj):

βαl = βα(tl) =

N∑
j=1

1√
N
ũα(ωj)

√
S′(ωj) exp(iωjtl), (S24)
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FIG. S9: Results of different fits of echo decay curves for (XY4)n and XY8 pulse sequences. The circles in (a,b) and
in (d,e) show the echo decay curves using (XY4)n and XY8 pulse sequences, the same data as in Fig. 3(a) and (b),
respectively. (a,d) The solid lines are the fits using Eq. (4) with α and T2 as fitting parameters. The experimental
data shown with circles in (a-d) are normalized according to these fits. (b,e) The solid lines are the numerical fits

using Eq. (1) with Eq. (2) and Eq. (5) for α = 2. See the text for the fitting results. (c,f) The circles show the noise
spectrum extracted from the experimental data of (XY4)n and XY8, respectively. The blue solid lines present

Eq. (5) for α = 2 with A and τc obtained from the fits in (b.e). The black solid lines present Eq. (5) for α = 3 with
A and τc obtained from the fits show in Fig. 3(a,b). (a-c) The decay curve for Nπ = 4 and the noise spectrum

extracted from this decay curve are showed with 3 different colored circles: yellow, orange and strong orange for
short, middle and long waiting time, respectively, in order to demonstrate which parts of decay data correspond to

the extracted spectrum noise.

where tl = l∆t and S′(ωj) corresponds to S(ωj)/∆t folded about ωj = N/2 + 1:

S′(ωj) =

{
S(ωj)/∆t j = 1, 2...N/2 + 1

S(ωN+2−j)/∆t j = N/2 + 2...N
. (S25)

Method of the Numerical simulation

The two-level Hamiltonian describing a single spin under microwave excitation ω1 sin(ω0t+ φ), setting /hbar = 1,
can be written in the rotating frame of its Larmor frequency ω0 as

HR(t) = ω1(t)
(σx

2
cosφ(t)− σy

2
sinφ(t)

)
+ η(t)

σz
2

(S26)

with η(t) = γeδb(t) and δb(t) a fluctuating magnetic field along the same direction as the quantization axis, ẑ. We take
ω1 and φ to be a function of time since we turn on and turn off the microwave excitation and change the microwave
phase according to the quantum gates.
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Here we treat the evolution of the density operator according to Eq. (S26) numerically, assuming that HR(t) can
be considered as constant for a short time ∆t:

HR(ti) = ω1i

(σx
2

cosφi −
σy
2

sinφi

)
+ ηi

σz
2
, (S27)

with ti = i∆t. Then the density operator at time t = n∆t becomes

ρ(n∆t) = 〈©n
i=1Ui(ρ0)〉α =

1

M

M∑
α

[©n
i=1Uαi (ρ0)] , (S28)

where ρ0 is the initial state and Ui is the superoperator representation:

Ui(ρ) = U†i ρUi (S29)

©n
i=1 Ui(ρ) = Un ◦ ... ◦ U3 ◦ U2 ◦ U1(ρ) = U†n...U

†
3U
†
2U
†
1ρU1U2U3...Un (S30)

with

Ui = exp (−iHR(ti)∆t) . (S31)

The ω1i is a step function with the value of the Rabi frequency ω1: it is set to ω1 when microwaves are applied and
0 otherwise. φi is set depending on the phase of the applied microwave. ηi is the sum of the static noise βα0 and the
high-frequency noise βαi :

ηαi = βα0 + βαi , (S32)

where βα0 has a Gaussian distribution with standard deviation 0.268 MHz (FWHM = 0.63 MHz) and βαi is generated
by Eq. (S24) with S(ω) = A

1+(ωτc)2
, A = 2.5 · 104rad2s−1 and τc=2.46 µs as discussed in the main text. In Eq. S32,

we explicitly write that η gives a different value with different α. The simulations for randomized benchmarking and
dynamical decoupling were performed with M = 1000, ∆t = 5 ns, N = 200000, ω1 = 2π

360ns unless otherwise stated.
From ∆t = 5 ns, the highest frequency taken into account for βαi is 200 MHz and from N · ∆t=1 ms, the lowest
frequency is 1 kHz. The frequency range of 1 kHz-200 MHz is a larger range than the one explored with the dynamical
decoupling experimentally.

Numerical simulation for Randomized Benchmarking

The main results of the simulation are shown in the main text.
Here the average gate fidelity for a single gate (m = 1) with the same noise used for Fig. 4(b) is calculated. The

initial quantum state ρ0, after undergoing a depolarizing channel produced by applying one set of imperfect Clifford
gates and perfect inverse Cliffird gates, becomes

ρ =
1

24

24∑
i=1

Cideal
i

† ◦ Creal
i (ρ0) = pρ0 + (1− p)1l

2
, (S33)

where Cideal
i is the superoperator of a perfect Clifford gate without noise and Creal

i is the superoperator of an imperfect
Clifford gate affected by the noise described by Eq. (S32). By taking the POVM operator as E = |↑〉 〈↑| and ρ0 = |↓〉 〈↓|
[41], the measured spin-up probability becomes

P↑ = Tr [Eρ] = Tr

[
|↑〉 〈↑|

(
p |↓〉 〈↓|+ (1− p)1l

2

)]
=

1− p
2

. (S34)

Finally the average gate fidelity for an isolated gate (m = 1) is calculated as 1 − P↑/1.875 = 97.8 % (There are 45
single qubit gates used across 24 Cliffords [32]. In order to obtain the average gate fidelity of a single qubit gate, the
error is divided by 45/24.), which is lower than the average gate fidelity per single gate ≈ 99 % obtained by the fits
to the curves in Fig. 4(a,b), which is the averaged gate fidelity when several gates are concatenated (m = 2 to 10).
The improvement of the gate fidelity with a higher number of gates stems from the fact that some RB sequences have
the effect of partial error suppression of low-frequency noise [37, 42]. We consider the averaged gate fidelity over the
gates for m = 2 to 10 as the fidelity of interest because the average gate fidelity per single gate for m = 1 cannot
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be measured by randomized benchmarking and since more than 2 gates are usually applied in the real quantum
computation.

Fig. S10 shows the results of the numerical simulations of the spin-up probability with spin-up as the target state

P
|↑〉
↑ including only the high-frequency noise δb′(t) (red circles), only the (quasi-)static noise δb0 (green squares), and

both δb0 +δb′(t) (blue circles). With only the high-frequency noise, the decay is very slow. In this case, the flat region
of the Lorentian spectrum mainly contributes to the gate errors and thus the noise can be regarded as uncorrelated,
which results in the whole decay curve following a single power law and the extracted average gate fidelity per single
gate from the fit of apm + 0.5 is > 99.99%, which means that the high-frequency noise δb′(t) would not limit the gate
fidelity with the isotopically purified Si sample. The decay curve with only the (quasi-)static noise and that with the
combination of two show almost the same decay. It indicates that the (quasi-)static noise is mainly responsible for
the simulated and measured gate errors.

0 50 100 150 200
0.5

0.6

0.7

0.8

0.9

1

 

 

Sequence length m

FIG. S10: Numerical simulation of randomized benchmarking on P
|↑〉
↑ for 3 cases: considering only the

high-frequency noise (red circles), considering only the (quasi-)static noise (green squares) and considering both
(blue circles). The solid lines are fits to the simulation results using the form apm + 0.5, with tp <8 µs for the later
two cases (filled red and blue circles). The extracted average gate fidelity per single gate are shown using the same

colors as data points.

Numerical simulation for Dynamical Decoupling

We have used 3 different types of dynamical decoupling pulse sequences: XY4[13], XY8[15] and (XY4)n[14]. CPMG
timing is used as the time interval between pulses for all the three sequences and so their filter functions are the same,
while the phases of the π pulses, shown in Eq. (S35-S37) for Nπ = 64, are different.

XY4 = XYXY XYXY XYXY XYXY XYXY XYXY XYXY XYXY

XYXY XYXY XYXY XYXY XYXY XYXY XYXY XYXY (S35)

XY8 = XYXY Y XYX XYXY Y XYX XYXY Y XYX XYXY Y XYX

XYXY Y XYX XYXY Y XYX XYXY Y XYX XYXY Y XYX (S36)

(XY4)
3

= XYXY XYXY XYXY XYXY XYXY XYXY XYXY XYXY

XYXY XYXY XYXY XYXY XYXY XYXY XYXY XYXY (S37)

(XY4)n is built from the concatenation of XY4 pulse sequences. n stands for the concatenation level and n =
3 for Nπ = 64. (XY4)n is sometimes called virtual-CDD (vCDD). (XY4)1 is equal to the XY4 pulse sequence.
(XY4)n is made by concatenating (XY4)n−1 4 times with X or Y pulses inserted between (XY4)n−1. The inserted
π pulses are replaced by virtual pulses by toggling the frame of Hamiltonian. This method is more robust against
pulse imperfections [14]. Increasing Nπ, the pulse errors are accumulated and so its effect becomes bigger. Both
our experiment and the simulation show that (XY4)n works better in terms of suppressing the effect of the pulse
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imperfections than other pulse sequences (Fig. S11). As discussed in the section on randomized benchmarking, the
quasi-static noise is the dominant source for the gate errors. Such errors can be partly canceled out by applying an
appropriate combination of pulse sequences like (XY4)n.

Fig. S11(a-c) show simulated echo decays with XY4, XY8 and (XY4)n for Nπ = 64. As seen in Fig. S11(a), the
visibility for (XY4)n is much better than for XY4 and also slightly better than for XY8. With XY4 and XY8, the
decay curves exhibit oscillations in the beginning in both simulation and experiment, while this does not happen for
(XY4)n. Fig. S11(b) and (c) show the normalized decay curves at twait = 0 from the fits for the simulation and the
experiment. The fitted lines to the decay curves for XY4, XY8 and (XY4)n match with each other very well and the
T2 time (see caption in Fig. S11) is almost equal for all the sequences. This is expected given that the filter function is
the same. However the standard errors on the fitting parameters are more than 10 times higher with XY4 than with
(XY4)n, due to the reduced visibility and to the oscillations for short twait. In conclusion, even if it is still possible to
determine T2 in the presence of pulse imperfections, one needs to use a pulse sequence which is robust to the pulse
imperfections like (XY4)n in order to determine T2 with high accuracy. In addition, in terms of quantum information
processing, it is important to preserve a quantum state. (XY4)n is the preferred pulse sequence in this sense since it
succeeds in filtering out the high-frequency noise while canceling out the pulse errors due to the low-frequency noise
at the same time.
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FIG. S11: (a-c) the echo decays with XY4, XY8 and (XY4)n for Nπ = 64 (a) echo decays calculated from the
numerical simulation. The solid lines are the fits with Eq. (4). T2 = 320± 92, 325± 12 and 319± 7 µs and

α = 2.28± 1.78, 2.50± 0.30 and 2.53± 0.18 are obtained, for XY4, XY8 and (XY4)n, respectively. (b) The echo
decay data are normalized according to the fits with Eq. (4). (c) Measured echo decay normalized according to the

fits with Eq. (4).

In Fig. S12(a), the simulated echo decays for Hahn (Nπ = 1), XY4 (Nπ = 4) and XY8 (Nπ = 8) are shown.
Fig. S12(b,c) show the noise spectrum extracted from the simulated echo decay curves presented in Fig. S11(b) and
Fig. S12(a) using the same methods as used in Fig. 3(d).

The solid black lines in Figs. S8(b) and (c) represents the noise spectrum used to produce the echo decays in the
numerical simulations in Fig. S8(a). The deviation of the extracted noise spectrum from the input noise spectrum
is due to the oscillations seen in the echo decays and normalization problems. The noise spectrum extracted form
(XY4)n echo decay follows the input noise spectrum the best. In the region of 105 < ω/2π, the deviations of the
extracted noise for XY4 (Nπ = 4) and XY8 (Nπ = 8) are above the input noise spectrum (Fig. S12(b,c)). This is
related to normalization problems. The inset of Fig. S12(a) shows that the data points for each echo decay are below
each respective fitted line for short waiting times. This results in an extracted noise spectrum that is higher than
the input noise spectrum, in particular for the high frequency range (as seen in the shaded region in Fig. S12(b)).
This problem arises from the difficulty of proper normalization of the simulated data points and for the artifact of
the oscillations at short twait. Thus even if at higher frequencies, Eq. [3] with α ∼ 2 seems to work better to capture
the power spectrum in Fig. 3(d) of the main text, it happens due to this normalization problem. Besides that, there
is another normalization problem. When the echo decays are normalized, some data points where twait is short (for
example, 4 points for XY4 (Nπ = 64) and 2 points for XY8 (Nπ = 64),) of Fig. S11(b) go above 1. In these cases, for
the logarithmic plot in Fig. S12(b), −logP (twait) in Eq. (S22) is replaced with | − logP (twait)|. These points are not
reliable.



20

0
−1

0

1

2

3

4
x 10

4

 

 

3.5 4 4.5 5 5.5 6
2

2.5

3

3.5

4

4.5

5

 

 

(MHz)

16

 (
ra
d
2
s
−
1
)

(Hz)

(c)(b)
simula on

simula on

10
-3

10
-2

10
-1

0

0.2

0.4

0.6

0.8

1

 

 

0.9

1

 

 

10
-2

10
-3

  (ms)

(a)

simula on

Hahn ( )

FIG. S12: (a) Simulated echo decays with Hahn (Nπ = 1), XY4 (Nπ = 4) and XY8 (Nπ = 8). The inset shows the
zoom-up of the beginning of the decays. The solid lines present the fits with Eq. (4). (b,c) Noise spectrum extracted

from numerical simulated echo decays using XY4 (Nπ = 4), XY8 (Nπ = 8), XY4 (Nπ = 64), XY8 (Nπ = 64) and
(XY4)n (Nπ = 64) pulse sequences. The solid black line is the noise spectrum which is used in the simulation to

produce the echo decays. In (b), decimal logarithmic scales are used along x and y axis.

additional data for dynamical decoupling

Here we provide additional dynamical decoupling data. First, the blue circles in Fig. S13 show data analogous to
purple circles in Fig. 3(c) but with an off-resonance microwave burst added in order to keep the total microwave burst
time fixed. The T2 does not significantly change when adding the off-resonance microwave. Second, we show as black
circles the echo decay using the XY4 pulse sequence. The green line and pink circles are the same as in Fig. 3(c). The
pink circles show T2 with the number of π pulses, 96, 112 and 128 for α = 2. In Fig. S13(b), the red circles shows
the decay curve with Nπ = 128 and the red line shows the fit with Eq. (4) for α = 2. From this fit, T2 = 404 ± 34
µs is obtained. (•)R stands for applying the pulse sequence (•) in reverse order. We note that extending the (XY4)n

pulse sequence beyond Nπ = 64 would take us immediately to 256 pulses. The pulse sequences used for Nπ = 96 is
(XY4)2+(XY4)3+((XY4)2)R, for Nπ = 112 is repeating (XY4)2 7 times, and for Nπ = 128 is (XY4)3+((XY4)3)R.
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FIG. S13: (a) Coherence time, T2, as a function of the number of π pulses using XY8 without (black circles) and
with (blue circles) off-resonance microwave. The green line is the same as in Fig. 3(c). (b) Echo decay with 128 π

pulses. The fit with a Gaussian curve (red line) gives T2 ≈400 µs.
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